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Decision Support System for Optimal Planning of Wastewater Treatment Systems

Mariam Abu Wasel Egbariah

Abstract

Water scarcity, uneven allocation of water resources among the different sectors, global warming,
population and urban growth are pushing many countries around the world, especially in arid and
semtarid regions like Israel, to search for alternativeswater resourcesSpecial attention is

given to treated wastewater which is mainly used in agriculture for irrigationthere are many
challenges, such as health issues, soil and groundwater contamination due to irrigation with
effluents (Ahmadi and Merkley, 2009) At the same time, water and wastewater treatment

systems are complex and changing forward within new technologies (MWH, 2005).

The main focus of this thesis to develop and test an optimization model that selects the
treatment processes which are to be included in a treatment train (i.e. sequence or series of
treatments) of the Waste Water Treatment Plant (WWTP) for an effluent stream which has a
given stram size, inflow quality parameters and required quality standards in its effluents. A
"solution” on the treatment side is a train (sequence, series) of treatment technologies, which
minimizes the total cost subject to given quality standards, physicakatigmal and
technological constraints. We developed two models for optimal design of wastewater treatment
train: the FiveStages Model and Unlimited StagdModel. The FiveStags Model has five stages

of treatment: 1) Preliminary, 2) Primary, 3) SeconddpyTertiary, and 5) Disinfection. For each
stage, a single treatment technology is chosen. Unlike theStags Model, the Unlimited

Stags Model describes selection of treatment train technologies without taking into
consideration the treatment stage

As a secondary product of this thesis, and building on the treatment train optimization model, we
have also developed a regional planning model of wastewater treatment, conveyance and storage
system. This model takes into consideration the design awdtlgroblem for optimizing a
distribution network for the treatment facilities of wastewater and the conveyance/storage of

treated wastewater to consumers.

Base Runs and Sensitivity Analysis runs were conducted for the different models to test how the
optimal design chareswith differentsystemparameterssuchasthe effluent quality standards,
and the damage cost functiofe low effluent quality. Our results indicate that the models

Vi



developed herein can help in making decisions related to the impact of various quality effluents
on the system design and allow for optimal planning of reclaimed water systems while
accounting for physical, technological and environmental considerations.

Note: The physical and economic data usethis thesis are taken from various sources, and are
not claimed to be representative of any specific source of urban sewage with its quality, nor are
the required quality parameters of the effluent universake fesults presented herein are
thereforeto be viewed as indicative and not definitiféne DSS is designed to be populated with

real data by its user.

Keywords:Decision Support System; Optimization; Regional Planning; Wastewater Treatment;
Reclaimed War
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1. Introduction

Water scarcity, uneven allocation of water resources among the different sectors, global warming,
population and urban growth are pushing many countries around the world, especially in arid and
semtarid regions like Israel, to search for alternativeswater resourcesSpecial attention is

given to treated wastewater which is mainly used in agriculture for irrigationt many
challengesrise such as health issues, soil and groundwater contamination due to irrigation with
effluents (Ahmadi and Merkley, 2009) At the same time water and wastewater treatment

systems are complex aadechanging withthe advent ohew technologies (MWH, 2005).

In 1953 Israel had the first regtiions and standards for the reuse of treated effluents. However,
until 1970, the reuse of treated wastewater in the country was based mainly on small separated
projects without a clear policy. Since the beginning of the 70's, Israel has implementeadka plan
and intensive use of treated wastewater for irrigation, today the reuse of treated wastewater for
irrigation is about 75% of total produced wastewater, when most of the reclaimed water use is in
agriculture. Reclamation of wastewater is accomplished3b Wastewater Treatment Plants
(WWTP), which treat approximately 355 Million Cubic Meters (MCM) per year. This amount
represents approximately 31% of the water supplied to agriculture and 18% of water supplied
throughout the country to albnsumessectors The goal of the Water Authority is to utilize 95%

of the treated wastewater for various uses within the coming 5 years (Israeli Water Authority).
The increase of using treated wastewater over the past years increased the awareness of this issue
including the awareness of the environmental effects arising from the irrigattbntreated
wastewater. Thus, the regulations are becoming stricter and rexuimgliance with certain

values of the different quality parameters; this in turn motivates thetiad of new and more
advanced wastewater treatment technolotpeget effluents with higher quality to reduce the

environmental damage that may ocasra result of the continuous irrigation with treated water.
The reatment processed can be divided idifferent stages:

1) Preliminary

2) Primary @sually mechanicat) treatmenis designed to remove gross, suspended and
floating solids from raw sewage.

3) Secondary Ysually biological) treatmento remove the dissolved organic matter that
escapeghe primary treatment. About 85% of the suspended solids and BOD can be

removed by a well running plant with secondary treatment.
1



4) Tertiary treatmenftadvanced treatment): thitkeatment can remove more than 99 percent
of all the impurities from sewage, prodiug an effluent of almost drinkingrater quality.
The related technology can be very expensive, requiring a high level of technical know
how and well trained treatment plant operators, a steady energy supply, and chemicals and
specific equipment which mayot be readily available.

5) Disinfection, typically with chlorine, can be the final step before discharge of the effluent.

The main focus of this thesis is to develop and test an optimization model that selects the
treatment processes which are to beluded in a treatment train (i.e. sequence or series of
treatments) of the Waste Water Treatment Plant (WWTP) for an effluent stream which has a
given stream size, inflow quality parameters and required quality standards in its effluents. A
"solution” onthe treatment side is a train (sequence, series) of treatment technologies, which
minimizes the total cost subject to given quality standards, physical, operational and
technological constraints. Sectidl presents two models for optimal design of wastiew
treatment trainhe Five-Stages Model and Unlimited StageModel.

The FiveStages Model has five stages of treatment: 1) Preliminary, 2) Primary, 3) Secondary, 4)
Tertiary, and 5) Disinfection. For each stage, a treatment technology should be. dfesen
model has two formulations to describe the selection of the treatment technology; one is based on
binary decision variables, while the secaadased on integer variabl¢s-44). The unlimited

stage modelunlike the previous modellescriles selecion of treatment train technologies
without taking into consideration the treatment staglat is,choosing the treatment technology

is based on the treatment technologies we have on the knowledge database.

In order to test these modelgpical physichand economic data are used, without claiming to be
relevant or accurate to any specific real casdBaSe Run and Sensitivity nalysis runsare
presentedn Sectiors 3.1.5and 3.1.7 The purpose of these runs is to test llogvmodel and the
selection of treatment train technologse affectedby changing the effluent quality parameters
concentration, hows this reflected inthe total costand how does thelamage cost function

affect the selection of treatment train teclogpés.

As a secondary product of this thesis, and building on the treatment train optimization model in
Section 3.1, we have also developed a regional planning model of wastewater treatment,
conveyance and storage system. This model takes into considetlé design and layout

2



problem for optimizing a distribution network for the treatment facilities of wastewater and the
conveyance/storage of treated wastewater to consumers. This regional model and its preliminary

results are given in Secti@i2

1.1.Motivation

Water scarcity in arid and searid regions,such aslisrael, makes the challenge for water
managementa first priority. Water management is about maximizing productivity under
economic and environmental constraints including protection of soil and water req@iraes

et al., 2007) Therefore, this work concentrates on wastewater management and refgionaig

of wastewater treatment and distribution. In 2015, 98%he Israelicollected sewage was
treated in wastewater treatment plants (WWTP). In addittoday the reuse of treated
wastewater for irrigation is about 75% of total produced wastewaberemost of the reclaned

water use is in agriculture (Israeli Water Authority).

In light of the abovethere is a need for planning and developinQegision Support System
(DSS) whichaims at helpng decision makers and engineers to deternupgmal decisions
regardingplanning new WWTPsand upgrading existing one$his DSS should be abl®
provide guidance on th&chnologieghat should be used arlde optimal distribution system

which should be built tdeliverthe effluentswith minimum cost.

1.2.Objectives and Contribution

The objective of this research is to develdpS6 forwastewater treatmesystems planning and
designusing optimizatiormethodsin orderto help and guide lontgerm reclaimed water use and
treatmentFollowing a literature reviewwe found thathere isvalue indevelopingsuch aDSS
which combines the selection of treatment technolognekdelivery systenof reclaimed water

in one platform.

The two models developed in this research: the DSS for optimah#etatrain design and the
regional planning model fahe wastewaterand effluent conveyancgystem will help in making
decisions related to the impact of various quality effluents for agriculture economy and will allow
efficient use of reclaimed watertaking into account the physical, technological and

environmental considerations.

The developedmodelsare generic andflexible enough to allow engineers and plannersige
their own information andpecific data, in order to test tradeoffs, differenatimeent train

3



technologies, different effluent quality and its environmental effluences, and different allocations
of different effluent qualities. The modelare flexible for different sets of input data and

transparent enough to convey to the decisionargathe full range of consequences of different
possible decisions.



2. Literature review

The literature review in this work surveys publications on planning and management of sewage
treatment system#o identify and study similastudies and projects on planning and management

of systems for treatment of wastewater and reuse of the effluents. We covered literature in four

topics which are of importance to our study:

Wastewater treatment technologies;
Implication of reclaimed waterrigation on the crop yield and quality;

Regional wastewater treatment and reuse planning and management;

P w0 h P

Decision Support Systems of wastewater treatment and reuse systems
The followingSections detail each of these topics.

2.1. Wastewater Treatment Tehnologies

Designing a wastewater treatment train depends on a number of factors, such as influent quality,
regulatory requirements, consumer requirements, environmental concerns, construction
challenges, operational constraints, available treatment tedhes] and economic feasibility
(MWH, 2005).

Cost modeling, in general, helps us, as engineers and decision makers, to understand the
operating and maintenance cost structure of WWTPs and provide a detailed and scientifically
strict approach for planningf new facilities, as well as assisting in evaluations of the true
potential of water reuse projects. Modeling is useful for comparing different treatment
technologies from an economic perspec(d@dicke et al., 2001)The WWTP volume has a

large influence in the determination of the operating and maintenaosts, while other
parameters, such as plant age and pollutant removal efficiency, are important in terms of

explaining the costHernandezSancho et al., 2011)

Besides the WWTPs volumes, regiomainsiderations of effluents transfer and allocations are
another important issue to consider. Determining regional allocations of wastewater is based on
calculating the net benefits of irrigation in different areas.ohe such study, a linear
programming optimization model was applied for various levels of environmental hazards, which
simultaneously determines the combinations of agricultural crops to be irrigated, water sources

and allocation for different regiorgslaruvy, 1998)



While there are a number of such studies, the need arises to consider the uncertainties that arise
in dealing with a typical modelling project, by preparing a list of ssuaf uncertainty and

considering them in engineering proje(B&lia et al., 2009)

2.2. Uses of Reclaimed Wastewater

Water is becoming scarce not only in arid and drought areas but also in regions where rainfall is
abundant: water scarcity concerns the quantity of the available resource andlitigeot)tiae

water because degraded water resources become unavailable for more stringent requirements.
Therefore, there is a need to use lower quality waters in irrigation management and practice
(Pereira et al., 2002)

Shaviv et al. (2009) argued that using reclaimed wastewater for agriculture irrigation, has its
benefits but also some drawbacks. The benefits come as values of conservation, wastg recyclin
and reuse of nutrients. Thdrawbacks are because using reclaimestewater for irrigation
exposes human beings and the environment, as soil, water, and plants to salinity problems,
accumulation of Boron, sodification and damage to structure, potential N and P accumulation in
soil and groundwater, undesired effects ajamic constituents and health risk by pathogens.
Salinity is one of the greatest concerns in using reclaimed wastewater, due to using more

conventional and prevalent treatment technologies, which do not apply salt separation techniques.

The challenge for reclaimed water management is to maximize productivity under economic and
environmental constraints including protection of soil and water resources. The md&iehriny

et al. (2007})akes into consideration as many of the essentialaofahe soHplantatmosphere
system in a closed form solution. The model integrates plant performance under various
environmental, biological and management parameters. Coping with water scarcity requires
measures and policies of water management tleat Ioe grouped into two main categories:

demand and supply managemégRereira et al., 2002)

2.3. Distribution Systems of Reclaimed Water
A variety of methodologies have been proposed for obtaining optimal distribution system designs

by simultaneously addressing the layout (topology) and sizing of components.

A two-level hierarchically integrated system of models for the layout of singlenautiple

source water distribution systems, where a-lnmear programming model is used to select an

economical tree layout for major pipe links and an integer programming model adds the loop
6



forming links to satisfy a specified level of reliability (Rell and Barnes, 1982). In another
approach, two linked linear programs were developed, where one solved the layout and the other
determined the leasost components' sizes (Morgan and Goulter, 1982). Further improvements
to these approaches were made hpdey and Mays (1989) and Duan et al. (1990), who included
sizing and location of pumps, storage tanks, and valves as well as pipes in the optimization.
Alperovits and Shamir (1977) adopted the split pipe approach regarding to pipe sizing, and
further expaded the methodology by considering multiple loading conditions and by including

the sizing of pumps, location of valves and sizing of operational reservoirs in the optimization.

Cembrowicz (1992) developed a tstep approach, used a GA model to deterrttieeoptimal

layout and LP for determining the leasist pipe diameteré\ GIS-based DSS called WADSOP

was developed by Taher and Labadie (1996), in which aniised network solver and an-LP
based optimal design model are used interactively in a camvesgheme to determine leasst

design, including the layout. Tanyumboh and Sheahan (2002) employed a maximum entropy
based approach in considering jointly layout, reliability and pipe sizing optimization problem.
Finally, Hassanli and Dandy (2005) usadGA approach for optimum layout and optimum
hydraulic design of a branched pipe network.

2.4. Decision Support Systems

Wastewater and effluents pipelines and treatment plants systems optimization is an emerging
discipline. Most of the modeling optimizah is concentrated on either the sewer pipeline system

or the treatment plant. The problem that engineers face while designing a regional wastewater
and delivery system with treatment plants and a linking network is the design and operation of
links and low the treated wastewater will be transported to a main concentration point for
centralized transmissiorfBrand and Ostfeld, 2011) Despite the difficulties that engineers face

and the complexity of the integrative managemaerodeling; it is an essential tool for
determining the optimal treatment and reuse of wastewater. A wide view of all related issues

allows accounting for all factors, for the benefit of whole commui@ipn, 1996)

A decision support system (DSS) is an information system that supports a user in choosing a
consistent, optimal or, at least, negtimal solution for a particular problem (Poch et 2004).
Developing a DSS for water and wastewater treatment process selection and design requires a
structured framework. The scope of the DSS, the purpose of its construction, and the elements
considered are the maifiactors that should shape aaffect the way a DSS is constructed

7



(Hamouda etl., 2009) Having a DSS can help to advance innovation and aid communities in
meeting their sustainability goals, once it is fully developed. Such a DSS can help decision
makers to explore the design space of sustainable wastewater solutiongdteataist for their
particular context, and identify solutions that balance environmental, economic and social needs
(Chamberlain et al., 2014)

A DSS is a good tool for comparing a wideiesy of systems with respect to a mdisciplinary

set of sustainability indicatorgBalkema et al., 2001An integer programming model has been
usedto identify sustainable treatment options for domestic wastewater using a weighted sum of
sustainability indicators in the objective function (Balkema et al., 2001). Another methed
Analytical Hierarchy Process (AHP) has been used for selecting teagater treatment
technologies by Addou et al. (2004) and Barkd Oron (2004). A decision support system of
multi-criteria analysis was developed by Hidalgo et al. (2007) to promote safe urban wastewater

reuse.

A Nonlinear Chance Constrained StochastiogPamming model for integrated water system
optimization,is accounting for water quantity and quality from different sources for different
uses with different costs. Genetic algorithm (GA) was applied to achieve the minimum Total Cost
(TC) and maximum Sesfying Probability (SP) of water system equilibrium (Huang et al. 2013).
This optimization model is applied to Beijing, China, and presents a general solution of water
planning and reclaimed wastewater allocation for policy makers to generate dedesioatigkes

and identify desired policies and water planning under various-sgoioomic conditions The
decision system evaluates the feasibility of implementing integrated wastewater reuse projects
through the selection of appropriate treatment tranas will produce effluent of the required

reuse qualitfAdewumi et al., 2010)

Having conflicting objectives, such as minimizing the cost and maximizing the performance,
makes the evaluation and the selection of treatmpeocess more complex. Thus, there is a need
for systematic approaches using decision systems or models to help in the selection of
appropriate treatment trains for given reuse. The WAWTTAR model (Finny and Gearheart,
1998) provides decision support favaluation and selection of appropriate Treatment
Technologies (TTs) suggested by the user for developing counftrether model called
MOSTWATAR (Dineshand Dandy, 2003) stands for Model for the Optimum Selection of
Technologies for Wastewater Treatmantl Reuse. This model was developed to assist planners
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and decision makers in the tech&monomic assessment of reclamation technologies and to aid in

the selection of the best five treatment technologies for a given case

An integrated DSS for WatéfFreatment for Reuse with Network Distribution (WTRNet) has
been developed within the AQUAREC project or
Wast ewater o, under t he Fifth Eu(Joksimeviee ret alC o mmu
2008, Joksimovic, 2006)This DSS provided an integrated framework optimization of treatment

and distribution aspects of water reuse and the selection efisems. The model is aimed to
combine both the process synthesis and water distribution aspects of reuse, and toeoverco

some of the limitations that appear in currently available decision support tools.



3. A DSSfor Optimal Designof WastewaterTreatment Systems

The main focus of thighesisis to develop and tesin optimization model that selects the
treatment processes which are to be included in a treatment train (i.e. sequence or series of
treatments) othe Waste Water Treatment PlanV(vVTP) for an effluent stream which has a

given stream size, inflow quality parameters and required quality stendaits effluents. A
"solution” on the treatment side is a train (sequence, series) of treatment technologies, which
minimizes the total costsubject to given quality standards, physicabperational and
technological constraint§&ection 3.1 presents tw models for the optimal design of wastewater

treatment train.

As a secondarproduct of this thesisand building on the treatment train optimization model in
Section 3.1, we have also develed a regional planningnodel of wastewater treatment
conveyane and storagesystem. This model takesto consideration the design and layout
problem for optimizing alistribution network for the treatmertcilities of wastewater and the
conveyance/storage of treated wastewater to consumbis.regional model and its preliminary

results are given in Secti@i2

At the early stages of the research we investigated different tools for implementation of the

models which will be developed in this study. The options included:

1. An Excelbased modelthe advantages of using Excel include rapid development and
universal access to the software. Difficulties in using Excel may arise due to the specific
forms of the mathematical expressions in the objective function and/or constraints, such
as nonlineaiity and discrete variables.

2. Acquisition and use ofin off-the-shelf simulation package. Simulation is easier to
implement and solve, but it does no yield an optimal solution; the user has to use a
progressivauserdrivensearch to improve the solution.

3. Development of an optimization model based on a more powerful optimization package,
such as a Search Technique, for example @Aich is coded using a professional
programming language such as VB or MATLAB.

Becauseof the many advantages and the transpareviugh is gainedoy the third option, we
have developed our own mathematicabdels which were codedsing the MATLAB

programming languagéiowever, to facilitate the use of our models for 4pvogrammers end
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users we have built an Exdehsed interfacefo i nputti ng the model so

model s0 resulll.s (See Appendi x

3.1. DSS forOptimal Treatment Train Design

In this Section we present the development of a DSS for selecting the optimal treatment processes
(i.e. different treatment tecblogies) which are to be included in a treatment train of an effluent
stream which has a given stream size, inflow quality and required quality standard of #tk treat
effluent. The kernel of this DSS &n optimization model that supports decisimraking,
embedded in a computer system that accepts data from a knowledge database of different
treatment technologies and uses this data in an optimization model whose output are the decisions
that reduce the ovdfecost of treatment and reuse. That is, the optimization model selects the
treatment train that is optimal with respect to the sum of capital expenditures for constructing the
treatment system, the Operational and Maintenance (O&M) expenditures, dametyenfufor

crop production (when effluent quality is low), and costs of undesirable environmental

consequence that may result from low quality effluent.

Beside the cost data, formulating the optimization models requires information on the other
componerg of the system, specifically the options for decisions that can be made (feasible
solutions). A "solution" is a treatment train of technologies which must meet physical and
technological constraints. As such, the optimization model needs to accounsdsr where
technology B cannot succeedtechnology A or cases where technology A mugtecede

technology B.

3.1.1. KnowledgeDatabase

An optimization model for the design af wastewater treatment train requires a knowledge
database that covers the set of technologies which are uss@dehand throughout the world.

The knowledge database in this study was built based on the literature review (mainly from
Huang et al. 2013randand Ostfeld, 2011,Joksimovic, 2006and Oron, 1996) as well as on
interviews that we performed with different Israeli researches specialized in different agpects
wastewater treatment systems. Nevertheless, we aimed at making the knowledge database generic
so it would be transportable to other locations and problems that deal with treatment of

wastewater and reuse.
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A series of four interviews were conductedhwibur Israeli researchers (See Appenglior the

guestionnaires). We interviewed:

1. Professor CarloBosoretz, Faculty of Civil and Environmental Engineering, Technion, to
gain insight and information on treatment technology, specifically tiatgtecmologies
such as Ultra Filtration (UF) and Reverse Osmosis (RO).

2. Professor Avi Shaviv, Faculty of Civil and Environmental Engineering, Technion, to gain
insight and information on the effect of using effluents with different qualities on plants
and soil.

3. Mr. Asher Eizenkot,Senior Advisor and Instructor on irrigation in the Ministry of
Agriculture, to gain insight and information of the use of effluents for irrigation.

4. Dr. Jorge TarchitskyFaculty of Agriculture, Food and Environment, Hebrew University,
former Scientist and Advisor at the Ministry of Agriculture, to gain insight and

information on the effect of using effluents on plant, crop, soil and the environment.

The knowledge databasconsidered in this study covers 44 treatment technologids/e
categories (Table 3)11) Preliminary treatment; 2) Primary treatment; 3) Secondary treatment; 4)

Tertiary treatment; 5) Disinfection.

Table 3.1: Candidate Technologies

Category Technology Technology Name
sub-ID*

None(**)

Bar Screen

Grit Chamber

Coarse Screen

None

Fine Screen

Sedimentation w/o Coagulant

Sedimentation w/ Coagulant

DAF w/ Coagulant

Membrane Filtration

Actiflo®

Stabilization Pond : Anaerobic

None

High Loaded Activated Sludge + Sec. Sedim.

Low Loaded Activated Sludge w/od¢+ Sec. Sedim.
Low Loaded Activated Sludge w/ é¢ + Sec. Sedim.

12
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Trickling Filter + Secondary Sedimentation
Rotating Biological Contactor

Submerged Aerated Filter

Stabilization Pond : Aerobic

Stabilization Pond : Aerated

Stabilization Pond : Facultative

Constructed wetland: Fra&aterSurface Flow
Constructed wédnd: Subsurface Water Flow
Membrane bioreactor

Excess Biological Phosphorus Removal
Phosphorus Precipitation

Tertiary

None

Filtration over fine porous media
Surface filtration

Micro filtration

Ultra-filtration

Nano filtration

Reverse osmosis

Granular Activated Carbon
Powdered Activated Carbon
lon exchange

Advanced oxidatiofi UV/O3
Advanced oxidatioi UV/H202
Soil Aquifer Treatment
Maturation pond

Constructed wetlandpolishing
Flocaulation

Disinfection

PRRRRR R PR R R R
cubrwnvrEHEESRCEREovo~voorwonvrr R EREB0o~vow

None

Ozone

Paracetic acid
Chlorine dioxide
Chlorine gas
Ultraviolet radiation

(*) Sub-ID refers to the order of the technology within a category.

(**) "None" is included to allow skipping this Categorye., not including it in the optimal

solution.

The knowledge database considers ten water quality parameters: (1) Turbidity (Turb, NTU), (2)
Total Suspended Solids (TSS, mg/L), (3) Biochemical Oxygen Demand (BOD, mg/L), (4)
Chemical Oxygen Demand (COD, hy (5) Total Nitrogen (TN, mg/L), (6) Total Phosphorus
(TP, mg/L), (7) Fecal Coliforms (FC, #/100 ML), (8) Intestinal Nematode Eggs (INEggs, #/100

ML), 9) Escherichia Coli (Ecoli, #/100 ML), and 10) Salinity (mg/L).
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For each of the 44 technologidbe database includes ten expressions that quantify the
performance(reduction in concentratiom)f the technology on each of the ten water quality
parameters. Figurd.1 shows an example of the functional relationships coded in the database.
Figure3.1 presents the removal efficiency for the third water quality parameter (i.e. BOD), under
16 different technologies. For example, the second row means technology 2 (i.e. Bar Screen) has
a removal of 2.5% for BOD.

Note that our knowledge database includestimity asa water quality parameter, since it is an
important parameter for irrigation with effluents in teddle-East The salinity concentratiois
not changd by conventional technologies, so the inclusion of salinity standard will induce

advancedreatment technologies for salts removal such as NF membranes and RO.

fun CellQ{3}{1}=@(C
fun CellQ{3}{2}=@(C
fun CellQ{3}{3}=@(C
fun CellQ{3}{4}=@(C
fun CellQ{3}{5}=G(C
fun CellQ{3}{6}=@(C
fun CellQ{3}{7}=@(C)C*(1-(50/100)):
fun CellQ{3}{8}=@(C)C*(1-(50/100));
fun CellQ{3}{9}=@(C)C*(1-(82.5/100)):
fun CellQ{3}{10}=@(C)C*(1-(65/100)):
fun CellQ{3}{11}=@(C)2*Temp+20/100;
fun CellQ{3}{12}=@(C)C*(1-(10/100)):
fun CellQ{3}{13}=@(C)C*(1-(7/100)):
fun CellQ{3}{14}=@(C)C*(1-(5/100))

)

)

C*(1-(0/100)) ;
C*(1-(2.5/100)) ;
C*(1-(4/100)) ;
C*(1-(0/100)) ;
C*(1-(2.5/100)) ;
C*(1-(25/100)) ;

[AERT A S )

fun CellQ{3}{15}=@(C)C*(1-(60/100)):
fun CellQ{3}{16}=@(C)C*(1-(20/100));

Figure 3.1- Thequality equations defined &atlabhandlesfunctions (see User Manual in
Appendix1)

In addition to the performance of the unit processes, expressions for computing the annual capital
and O&M costs of each unit process are included in the database of the model as shown in Table
3.2 Note that the capital and O&M cost in the knowledge @aalare given as functions similar
to the performance functions in FigBel The values of the capital and the O&M costs in Table
3.2 are for fixed system configuration with the data given in T&oB As can be seen from
Table 3.3, systems parameterikd average sewage inflow determine theiteh@nd the O&M
costs. In factall the costs are functions of the parameters in the first coluriialdé 3.3 The
14



predetermined parameters of average ftQy,, peak daily flow,Q dry weather flowQ,, ,

pday ’
serviced area population equivaleg, process aread, and annually processed volumé,,
determine the capital and O&M costs. For example, for "Grit Chamber" technologyapheal
cost is described by EquatioB.{) and the O&M cost is described by Equati8r).

Ccapital =20320 dea;O'MZG) (31)
CO&M =01 Qapital (32)
where, Q. is peakdaily flow (m’/ hr) ,C.,.is capital cost ($) and,,, is operation and

maintenance cost ($).

Table 3.2: The Capital Cost and O&M cost for aédichnologiegSource: Joksimovi006)

Technology ID Technology name Capltg) Cost Oé/l\;l/egsst
1 None 0.00 0.00
5 Bar Screen 37387526 | 33,828.38
3 Grit Chamber 42253644 | 42,253.64
P Coarse Screen 508,674.75 | 59,867.47
5 Fine Screen 1,130,727.36 56,536.37
6 Sedimentation w/o Coagulant 1,522,683.92  30,453.68
7 Sedimentation wCoagulant 1,786,259.09|  152,301.82
3 DAF w/ Coagulant 621,730.50 | 23,210.30
9 Membrane Filtration 4,749,728.38|  606,876.49
10 Actiflo 4593,298.00] 303,064.89
11 Stabilization Pond: Anaerobic 720,553.34 49,181.38
12 High Loaded Activated Sludge + S&edim 3,204,582.87)  307,069.40
Low Loaded Activated Sludge w/o-the+Sec. 3,931,355.26 393,135.53
13 Sedim
14 Low Loaded Activated Sludge w/dé+Sec. Sedim| 4.133,850.86|  413,385.09
15 Trickling Filter + Secondary Sedimentation | 3:621,916.76|  263,493.27
16 Rotating Biological Contactor 3,314,275.54|  564,452.32
17 Submerged Aerated Filter 7,368,699.56|  564,452.32
18 Stabilization Pond: Aerobic 1,269,742.19|  49,181.38
19 Stabilization Pond: Aerated 316,977.83 49,181.38
20 Stabilization Pond: Facultative 1,591,514.86|  49,181.38
21 Constructed wetland: Fra&/aterSurface Flow 266,949.83 102,602.39
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22 Constructed wetland: Subsurface Water Flow| 29,920.00 102,602.39
23 Membrane bioreactor 6,667,503.70 0.19

24 Excess Biological Phosphorus Removal 148,360.09 8,891.60
25 Phosphorus Precipitation 38,744.81 18,200.00
26 Filtration over fine porous media 311,069.46 31,980.83
27 Surface filtration 475,030.73 71,254.61
28 Micro filtration 1,187,432.09 11,200.00
29 Ultra filtration 1,187,432.09 11,200.00
30 Nano filtration 1,966,531.66 15,400.00
31 Reverse osmosis 1,966,531.66 14,560.00
32 Granular Activated Carbon 2,126,618.59| 376,216.10
33 Powdered Activated Carbon 4,895.03 21,000.00
34 lon exchange 1,066,000.00, 110,240.00
35 Advanced oxidationUV/O3 505,189.34 21,000.00
36 Advanced oxidationUV/H202 505,189.34 21,000.00
37 Soil Aquifer Treatment 7,840.00 17,500.00
38 Maturation pond 352,625.96 34,039.15
39 Constructed wetlandpolishing 58,000,000.0¢ 25,000,000.00
40 Flocculation 58,219.15 4,152.29
41 Ozone 1,721,631.30 131,231.97
42 Paracetic acid 1,225,324.20 42,000.00
43 Chlorine dioxide 1,225,324.20, 107,647.23
44 Chlorine gas 1,225,324.20| 154,847.23
45 Ultraviolet radiation 479,638.61 25,200.00

Parameter Description Value
Qavg (n/day) Average flow 9,500
Qpday (ni/hr) Peak daily flow 950
Qdwf (m/day) Dry weather flow 8,075

PE Serviced area population equivaler] 26,000

A (hectare) Process area 1,000

Vann (nilyear) Annually processed volume 140,000
r (%) discount rate 0.06
n (years) Life time o5
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Beside the cost data, formulating the optimization model requires information on the other
components of the systerspecifically the technological options which are feasible in the
treatment train. As such, our knowledge database includes a set of rules that preclude certain
combinations of processes in the treatment tomienforcea certain sequenc&hese rules are
necessary to ascertain formation of treatment trains that are generally accepted in engineering
practice and/or to impose specific preferences by the designer for combinations of treatment
processes. The rules are inserted into the krdgelelatabase to identify feasible and practical
treatment trains that meet all assembly rules specified by the user. These rules are shown in Table
3.4. In each column thd's represent the technologies which can come after the technology
corresponding tahis column. For example, thk in the second column and the fourth row
indicates that Coarse Screening may come after Bar Screeningl$hethe rows of Tabl&.4
correspond to technologiesatitan precede the technology of corresponding row. For gheam

the second row (i.e. Bar Screening), has a single @énitrythe first ceumn (i.e. None) indicates
thatBar Screening must be at the beginning of the treatmaint The 0's in the rows of Table

3.4 correspond to technologies tlwa@nnotprecedethe technology of corresponding row. For
example, thdifth row (i.e.Fine Scree)) camot start thetreatment train or precede the three first

technologies.
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Table 3.4:The Assembly Rules
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3.1.2. Conceptual Model

In this Section we formulate a conceptual optimization model which covers wastewater treatment
technology and wastewater rews The conceptual optimization model identifies: possible
objective functions to be optimized, decision variables, data needs, and ctsstraithe

physical, chemical, biological and operational processes.
3.1.2.1.0bjective Function

The objective function is total cost minimizatiaapital and O&M costs of building a treatment
train. Other costs, such as economic losses arah@ronmental problems which may arise
because of using low quality water, can be incorporated in the model by using effluent dependent

damage functions.
3.1.2.2.Constraints

Physical, technological and operational constraints for the selection of theem¢drain are
incorporated within the knowledge database by the assembly rules matrix in3iab@ther
physical constraints for the treatment process are given as quality constraints by the performance
and the cost functions which are given in the knowledge database (Bidjuréviore operation
constraints are also imposed on the effluent quahigt is, theeffluent quality must be below

predetermined standards.
3.1.2.3.Decision Variables

The main decision is selection of a Subset
technologies. Mathematically, the selection decision could beseed in various ways; each
gives a different definition for the decision variables. Sec8diB presents two formulations,

one uses binary variables which take valudsahd the other uses integer variables in the range
of the technologiédD.

Besick the selection decision, there is a need for variables to define the ten water quality
parameters considered in the problem. That is, for each selected technology 20 variables are

needed to represent the water quality before and after the treatmentdgghsased.

While the quality variablethemselvegould be considered as decision variables in the problem,

it is possible to extract them from the optimization problem if equality constraints are utilized.
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That is we can define the quality variablas dependent variables. As such, we define two types

of variables:

1. Independent variables Thar values will bedeterminedby the optimization(search)
algorithm. The user provides an initial (Quessed) vakiaput; it is modified iteratively
by thealgorithm in the direction of improving the value of the overall objective function.

2. Dependent variables The values that are a function of the independent variables, and
thus the optimization solver does raeal explicitly with their value;this reducesthe

search space for the optimization problem.

Following this conceptual model, we formulated two different optimization models for the
problem: 1) FiveStages Model; 2) Unlimited Stagslodel.

3.1.3. FiveStages Model

In this Sction we developed and ted an optimization model that selects the treatment
processes which are to be included in a treatment train of five stages (components) of an effluent
stream which has a given stream size, inflow quality parameters and the required maximum

levels of thes@arameters in the effluent from the system.

These five stages of the treatment train correspond to the five categories of technologies which
are given in Tabl8.1 That is, the problem is to select one technology from each of the five
categories: 1Preliminary treatment; 2) Primary treatment; 3) Secondary treatment; 4) Tertiary
treatment; 5) Disinfection. The optimization model selects these five technologies to construct a
train of length five that is optimal with respect to the total capital, O&Md damage costs.
Selecting the technologies is done in specific order in which stage 1 is for preliminary, stage 2 is
for Primary, and so on. The technologies selection is also under assembly rules constraints as

detailed in the knowledge databg3able 34).
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3.1.3.1.Formulation using binary variables

Mathematically, the technologies selection problem could be formulated in various ways. Here

we consider the formulation using binary varialyles =1...44, one variable for each of the

technologies in the knowledge database which represents whether the technology is inside the

train (y; =1) or not (y; =0). Equation 8.3) presents the optimization problem with binary

variables. In Equation3(3), the first constraint defines the total cost, the second defines the

capital cost and the thirdonstraint defineshe O&M costs. Since the variablgs are binary,

these constraints guarantee that ahby/costs of the selected technology are added.

The fourth constraimstateshat only one technology from each categoapbe selected and the
fifth constraint represents the assembly rules as defined in 3dblEhe sixth constraint defines
the selected technology ID for each stage. The seventh constraint defines the outgoing water
quality for the selected technology in each stage. The eighth constraint defines the water quality

standards while the last consiralimits the variables to be binary.

Min TC
Subjectto
TC = CcCe™ 4cCc¥M

CCCapitaI - g yJ (")qCapital
j=1

NT
CCo&M :a yJ Oq}&M
j=1

G(y,)=0 3.3
F(y.;) =0

T, =94y, "s §..,NS

wq = f (wd,) "k £..,10 & 1z.,N¢

WQs 2 WG, "k %...,10

y, ={0.1 i E..,NT

CO& M

where TC is total cost,CC™®" s capital costC is operation and maintenance comsty

is number of technolags y; binary variable presentingselected technologyNs is number of
stage,G(Y.;) represent a constraint for oselected technologyoff each stageF(y.;) represent
the assembly rulesonstraints T are theselected technology for each stagg WQ'is water

quality for stagex and technology, f, is the performance functiasf technologyT,.
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3.1.3.2.Formulation using integer variables

As can be seen in the previous formulation the binary variables formulation has a large search
space of2* while a large portion of this domain is infeasible according to the constraint
G(y;) =0which limits the number of technologies in each stage to one. It is possible to formulate
a more efficient mathematical formulation by only exploring pcadiiy feasible options in the
optimization domain rather than exploring the entire search domdiith consists of2*
options. The new formulation utilizes Lagrange coefficients, an idea that we adapted from the

field of discrete mthematics, to significantly reduce the search space of the model. The new
formulation can reduce the computation time fo@{2"") to O(NT®) where NT is the number

of technologies.

Equation 8.4) presents the optimization model basddthis new formulation. The decision
variables in this model are the integariabled;, s =1...5 for each of the five stages in the
train. Each integer variable range is defined by the available technology for the corresponding
stage as defined in TabB1l For example, the range 8 which correspond to the preliminary

stage is four, since there are four available technologies for this stage as shown iB.Lable
product terms in the second and the third constraints are Lagrange coefficients which guarantee

that only the costs of the selected technology are addedtiNatanlike the binary formulation,

the constraintT, = g,(y ;) is notrequiredin the new formulation, since the variablésare the

independent decision variables of the optimization problem as shown in Eqdatjon (
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Min TC

Subjectto
TC=CC™™ +CcC*M
NI
O(Ts_ I)
_ NS NT; =L -
CCCapltal :é, a( IN'lr OSC’aJ_lpltal)
T O3G-)
i=1
]
N;-\rs
(Ts- )
NS NT, =1 .
CC™" =4 Ji—— &) (3.4
T O3G-)
i=1
]
F(T..)=0
wa = £ (wd,) "k £..,10 & 1=,NS
wqQ 2 WG, "k %...,10
T.I {1,2,...,NT} "s 4,..,NS

where NTg is the number of technologies available at stagd (T. ) represers the assembly

rules constraints

3.1.3.3.lllustrative example for the integer formulation

For demonstration purposes let us consider the integer variables foasediationin Equation
(3.4) for a twostage treatment trainas shown inFigure 3.2 Assume we have two stages of
treatment: Preliminary andPrimary treatment, where at each stage there are two candidate

technologies:

1. Preliminary: (a) Bar Screenr (b) Grit Chamber

2. Primary: (a) Fine Screen, or (b) Sedimentation w/o Coagulant

Preliminary Primay |—— >

Figure 3.2 - Example of two stage treatment train
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For the sake of th example let us assume that we only consider optimization of the capital cost.

The optimization model for selecting the technologies for the two stages is given in Equation

(3.5.

Min CC
Subject to
CC=CGC,, +CGn (3.5)
(Tores - 2) (T 1)
C:C:prel = prel,1 e Cprel,z
- 2 (2 -1
(:(: rim ZZS];EEl:_Egz rim,1 45]11ED__:}2 C%nnnz
i a-2) (24D '

Where T, is a binarytechnologyselection coefficientvith values {1,2} for the preliminary
stage CC,,,is capital cost of technology 1 in preliminasyage CC,,, is capital cost of
technology 2 in preliminary stagé,;, is a binary selection coefficient with values {1,2} for the
primary stage CC,,,, is capital cost of technology 1 in prary stage CC,,, ,is capital cost of

technology 2 in primary stage

The costs functions for these technologies as listed in the knowledge database are given in Table

35. These capital costs are obtairfienin AppendixA i n J o [@396).mo v i |

Table 3.5: Relationships for capital cost

Category | ID Technology Capital Cost ($)
1 Bar Screen 110359&5;'-(38
Preliminary 2 Grit Chamber 2032@0442
peak
. 1 Fine Screen 4228@3;‘;93
Primary 2 Sedimentation w/o 1366705
Coagulant

If we consider a problem withQ,, =400(" /hr) andQ,,,=4000(T /day), we obtain numerical

values for the capital cost of each technology for each stage as shown ir8.Gablging these

numerical values of the capital costs we obtain the optimization model in Equgaépn (
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Min CC

Subject to
CC = CCprel +C(%rim
-2 -1
i Toa~ 2) 539723 L1001 pgg134 (3.6)
i a-2) (2-1) '
-2 T. -1
CCoin = M746968 +(””m—)1522633
@- 2 @ -1
Torel i {1,2}
Toim | 1,2}

where T,,and T,, areintegervariables that determine the selection between the alternative

technologiedor each stageand thus fix the configuration of theeatment train. In this example,
the problem results ifour feasibleconfigurations [11], [1, 2], [2, 1] and [2 2], and theoptimal

one (i.e. thdeast costis selected according to the value of the objective function.

Table 3.6: Numerical values for the capital cost

Category | ID Technology/ symbol Capital Cost ($)
. 1 Bar ScreenCC,,) 239723
Preliminary =31~ Grit Chamber CC,,, ,) 288134
, 1 Fine ScreenCC,;..) 746968
Primary 2| Sedimentation CCpimz2) 1,522,683

3.1.4. Optimization Solver

To solve the optimization problem Equation (3.4), wai s ed Matl abds Genetic
solver for searching thdecisiondomain We used the GA solver without explicitly adding the
constraints in the solver. Instead, we have added the constraints through a penalty function that

convertshe problem to an unconstrained optimization problem as shown in Equation (3.7).
mingcost(x) +fdmax(g(x),0) (3.7

where X is the decision variables vector, g(x) is the left hand side of the constraints of the type

9(X) ¢0 and P is a penalty factor.

The penalty function includasfeasibilitiesin the technolog sequencén stages of the treatment

train. For example, if technolody in stage 2 is not valid after technology A of stagéh&n he
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penalty factor, P, is set high enoughen this combination is being consideredcaspared to

therealcost valuessuch thathis technology combinatiois excluded.

GA is a blackbox optimization solverjin the sensehat it does not require any infoatmon
regarding the mathematical properties of the problem. For the GA to communicatéhavith
mathematical model, it only requires the definition of an evaluation function as shown in Figure
3.3 GA suggests different values for the decision vector whéesvaluation function returns the

scores (i.e. cost plus penalty) of these solutions. The GA uses operators such as crossover and
mutations, based on the obtained scores, to
search process contirsi@ntil a convergence criterion is nmta maximum specified number of

iterationsarereached

Y

Model

GA . ;
Evaluation

A

Cost(X) + Penalty(X)

Figure 3.3- GA search process

3.1.5 Testing the Five-Stages Model

Following the development of the knowledge datalzas®the mathematical model Equation

(3.4), we tested therive-Stages Mdel under various conditions to check its validity and to
investigate its performance under different conditions. The first (trivial) experiment was to set all
the effluent quality parameters required at the eonfl the treatment train to very high
concentratiorvalues in fact higherconcentrationshan the inflow levels. As expected, under this
condition the model chose not to build the treatment train at all. This also yields the minimum

total annual cost solun, i.e. zero, and results in untreated effluent.
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3.1.5.1.Base Run

Next, we considered the design of a wastewater treatment plant with cap&&9@fn3/d) and
influent quéity as listed in the first rovof Table3.7. The problem parameters are given in Table
3.3and the costs data is given in TaBl2

The reclaimed effluent at the end of the treatment train mustthesseffluent quality levels listed

in the lastrow of Table3.7. The minimum cost solution under tleesonditions was determined

by running the model and yielded the following optimal treatment train which is alsbdistie

first column in Table3.7: 1) Bar Screen, 2) Dissolved Air Flotation (DAF) with Coagulant, 3)
Stabilization Pond: Aerated, 4) Rage Osmoses, 5) No disinfection process is selected in this

optimal configuration.

Table 3.7 presents the water quality at the end of each stage in the treatmenthrminfluent
wastewater data igpproximatd and assuned data that doegsot purport torepresentan actual
wastewater plant datdheinfluent andrequired effluent dataill have to be statetly the user.

For each water quality parameter, the bold number denotes the stage in which the required final
effluent water quality levekialready attained or exceeded. For example the Aerated Stabilization
Pond already achieves the required quality of TSS, BOD and TN.

Table 3.7: Solution of the Base Run: influent secondary wastewater quality and output tertiary
effluent quality after theelected technologies in each of the five stages

Selected Turb TSS BOD | COD TN TP FC INEggs
Technology (NTU) | (mg/L) | (mg/L) | (mg/L) | (mg/L) | (mg/L) | (#/100 ML) | (#/100ML)
Influent
wastewater 225.0 155.0 | 133.0 | 600.0 | 19.0 4.0 1000000.0 800.0
quality
Bar Screen 225.0 155.0 | 129.7 | 591.0 | 19.0 4.0 1000000.0 800.0
DAF w/
Coagulant 67.5 46.5 64.8 2955 | 16.2 0.8 316.2 0.1
Stabilization
Pond: Aerated 20.3 9.0 8.1 103.4 8.5 0.4 77.2 0.0
Reverse Osmose 8.1 0.1 45 10.3 4.2 0.0 0.0 0.0
No Disinfection 8.1 0.1 45 10.3 4.2 0.0 0.0 0.0
Required 10.0 10.0 | 10.0 | 700 | 100 | 0.2 10000.0 0.1
effluent quality
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3.1.5.2.Sensitivity Analysis (SA)
The Effect of Plant Capacity

The first SA examines the change in the optimal treatment train and the optimal annual costs
under different plant capacities, given water quality requirement$abie 3.7. Figure 3.4
presents the change in the treatment train as a function of plant capacity, for the range between
1,000 and 10,00(m*/day). The yaxis presents theubID of the technology for each stage of the
treatment plant as detailed in Tallel. For example we casee that for all capacities in this
range, Bar Screen is selected in the preliminary phBsehologylD=2 in preliminary stage

blue line).

Figure 3.4 shows that two treatment trains are optimal for the all capacities considered in the
analysis. Theséwo trains only differ in the tertiary treatment, beyond the 2@8%day) the
selected technology Microfiltration (ID=4) while below 200§m®day) the selected technology

is Reverse Gmosis (ID=7).

Figure 3.5 presents the change in the annual capitel O&M costs as a function of the plant
capacity.The results show that the total, the capital and the O&M costs are increasing with the
capacity. The results also show that the O&M cost becomes more significant (as a portion of the

capital cost) when tge capacity is considered.

Preliminary
Primary
Secondary
Tertiary
Disinfection ||

©
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~
T

(o))
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Technology ID
(62}
T
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T

w
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T

1 r r r r r r r r r
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
Capacity (m3/day)

Figure 3.4- Optimal treatment trains for different plant capacities
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Figure 3.5- Optimal annual cost of the treatment train as a function of plant capacity (Red =
capital cost, Blue = O&M cost)

Sensitivity to Values o¥arious Quality Regirements in the Final Effluent

We next performed Sensitivity Analyses of the model performance for a plant capacity of 9,500
(m%day) under various requirements for final effluent quality, as listed in TZ8le

Table 3.8: Final effluentmaximumquality standard$or 4 SA runs

SARun | Tub [ TSS [ BOD [ COD | TN TP FC INEggs
(NTU) | (mg/L) | (mg/L) | (mg/L) | (mg/L) | (mg/L) | (#/100 ML) | (#/100ML)
1 50 50 50 50 50 50 10,000 50
2 50 50 50 50 50 50 10,000 50
3 10 10 10 70 10 4 10,000 0.1
4 10 10 100 70 10 0.2 10,000 0.1

Sensitivity Analysis 2 and 3 explore the change in the solution as a result of changing the BOD
and the TP at the end of the treatment plant, respectivElgure 3.6 presents the optimal
treatment train obtained for different levels of BOD and Figdieshows the change in the
capital andO&M costs. As shown in Figur8.6, three different treatment trains are obtained for
changing levels of BOD; these trains diffarthe secondary and the tertiary stades.example,

when maximum allowedBOD level is 40 (mg/lit) the selected tertiary technologyt iehich
corresponds tMicro Filtration according to Tabl&.1, butwhen maximum allowed BOD level is

100 (mg/lit) then the selected tertiary technology is 14 which corresporidattoation pond
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treatment. Figure3.7 shows that the total cost of the train is decreasing when the maximum
allowed BOD increases. It is expedtthat the cost decreases when the water quality standards

arelowered
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Figure 3.6 - Optimal treatment trains in Sensitivity Analysis 2: The effect of change in the
required final BOD (mg/L)
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20 40 &0 &0 100 120
Maximum BOD (Me/L)

Figure 3.7 - Optimal capital (red) and O (blue) costs in Sensitivity Analysis 2
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Similar to the previous analysiBjgure 3.8 and 3.9 present the optimal treatment train and the
costs for different levels of TP, respectively. The results show that only two optimal treatment
trains exist for chaging TP, these two trains only differs by the tertiary treatment. The first is
using Reverse ®mosis when TP values are below 0.2 mg per liter and the second is using
Microfiltration when TP is higher than 0.2 mg per liteigure3.9 shows that the totalost of the

train is decreasing when the maximum allowed TP increases. That is when the water quality
standards arl®wered the total cost of the train is decreased.

Preliminany
L Frimany
— Secondary
- Terfian: |
Disinfection
o i]
-
5
= 5
=
=
E \
!
il
z
0 0.5 1 1.5 2 25 3 a5 4

M axginmum TP [-_"sig L)

Figure 3.8- Optimal treatment train in Sensitivity Analysis 3: The effect of change in the
required final TP (mg/L)
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Figure 3.9- Optimal annual capital (red) and O&M (blue) costs versus required TP (mg/L) of the
final effluent.

Organic matter present in secondaffluents can cause membrane fouling durRgverse
Osmosis in tertiary treatment. To prevent this, one can constrain the BOD in the secondary phase
to a predetermined maximum level. Sensitivity Analylsexamines the impact of different BOD

levels in the secondary effluent on the treatment tratigure 3.10 shows the optimal treatment

train when changing the BOD level of the incoming secondary effluent. The results show that the
optimal treatment train is sensitive to the BOD level of the secondangefflespecially when

the BOD requirement is below 10 mg per liter; three different treatment trains where obtained

within this range.
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Figure 3.10- Optimal treatment trains in Sensitivity Analysis 4.

3.1.6. Unlimited-Stages Model

In this Section wedevelop a treatment design optimization model with unlimited number of
stages. Unlike the FivBtages Model which consists of selecting an optimal technology for each
of the five stages in the train: 1) Preliminary treatment; 2) Primary treatment; 3)d&econ
treatment; 4) Tertiary treatment; 5) Disinfection, in this model we consider unlimited treatment
train without an griori fixed number of stages. This change allows the model to choose any
available technology consistent with the treatment trainhggms rules and thus facilitating a
more generic representation of the treatment train combinations. EquaBpmiesents the
optimization model for the unlimited stage model. Compared to Equaidnwhich present the

Five-stages Model, in the nemodel we have the number of the stages, asa decision
variable. Moreover, the technologies decision varialbles' s =1...NS are integer variables

with the range of the entire technologees (i.e. 44) as opposed to a range which is defined by

the available technology for the corresponding stage in theskages Model.
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where DC is damage costpck is damage cost fajuality parametek.

A new feature of the unlimited stages model is that we added damage cost function to the other
cost components of capital costs and O&M costs as can be seen in thetedashdonstraint of
Equation 8.8). Damagecost is a function of the quality parameters, so we have ten damage
functions. They represent the cost of damage to soil, water and the enrolment. Each function is
defined as a piecewise linear function with three segments (four points), and indicaendge

cost when using effluents with specific quality. Fig@t&1 shows the damage cost for salinity.

This damage function could be a representation of how the salinity affects the yield, for example.
The xaxis is the salinity concentration, and theximal concentration is the influent salinity
concentration; the-gxis is the damage cost, measured®®( (m*day). The concentration of
salinity does not affect the yield up to a certain level, and then the damage to the yield grows
exponentially.Each quality parameter can have a different effect on the damagtimctsdn,

thus similar cost functions (as in FiguBell) have to be defined for each of the ten quality
parameters in the systerand thesefunctions are part of the knowledge databésse User

Manual, Appendix).
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Figure 3.11- The damage cost function as a function of salinity concentrations

3.1.7. Testing the UnlimitedStages Model

The optimization is designed to select the technologies of the treatment train such dkhatahe
cost of capital, present value of O&M, and damage costs of the entire treatmenis train
minimized It uses a Genetic Algorithm (GA) by invoking this algorithm as explained in the User

Manual, AppendixL.

We tested the model under various condgidm check its validity and to investigate its
performance under different conditions. The first experiment was to set all the required
concentrations of the wastewater quality parameters at the end of the treatment train to very high
level, in fact highethan the inflow level, which means that no treatment at all is required and the
treatment train is merely a "flow through". As expected, under this condition the model chose not
to build the treatment train at all. This also yields the minimum totalafagtro and results in

effluent quality = influent quality for all quality parameters.
3.1.7.1. Base Run

Next, we considered the design of a wastewater treatment plant with cap&&9@fn3/d) and
influent quality as listed in the first row d&able3.9. The problem parameters are given in Table

3.3and thecosts data is given in Table 3.2
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The effluent at the end of the treatment train must meet the predetermined effluent quality levels
listed on the last line of Tabl8.9. The minimum cost solutiomnder these conditions was
determined by running the model, which yielded the following optimal treatment train, also listed
in the first column of Tableg.9: 1) None, 2) Stabilization Pond: Anaerobic, 3) Phosphorus

Precipitation, 4) Filtration over fingporous media, 5) Advanced oxidation WJO,, 6) Soll

Aquifer Treatment, 7) Filtration over fine porous media, 8) LHitiration 9) Soil Aquifer
Treatment, are selected in this optimal configuration. TaBleresents the wastewater quality at

the end of each stage in the treatment train. For each wastewater quality parameter, the bold
number denotes the stage in which the required final effluent quality level is already attained or
exceeded. In Figurg.12and 3.13 we can see how the GA optimization method is searching fo

the optimal solution. Figurd.12 shows the search process in the infeagietgon (points with

high penalty as observed on thaxis with vale of magnitude 1e+20). FiguB13 shows the
improvement of the objective function whstarting the GA from a feasible solution.
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Table 3.9: Solution of the Base Run: influent secondary wastewater quality and output tertiary
effluent quality after the selected technologies in each of the 8 stages

selected Technologyl TP | TSS | BOD | coD | TN TP FC INEggs
M (NTU) | (mglL) | (mglL) | (mgiL) | (mg/L) | (mg/L) | (#/100 ML) | (#/100ML)
'“f'“enél]’;";‘if;e""ater 2250 | 155.0 | 133.0 | 600.0 | 19.0 | 4.0 | 1000000.0 800.0
Stage Effluent quality at the exit from each stage
1 None 2250 155.0 | 133.0 | 600.0 | 19.0 | 4.0 | 1000000.0 800.0
2 | Stabilization Pond: |\ oo 5 | 314 | 402 | 2550 | 99 | 37 | 2442599 90.4
Anaerobic
3 I'; hosphorus 67.5 | 31.0 | 422 | 255.0| 9.9 3.7 244259.9 90.4
I‘ECIDItatIOH
4 | Filwation overfine | 4/ o | g5 | 253 | 1504 | 99 | 24 61065.0 90.4
porous media
5 Advanced oxidation
VI H,0, 1.4 9.3 13 | 159 | 9.9 2.4 1526.6 2.3
6 Soil Aquifer
Treatinert 007 | 005 | 004 | 22 11 | 0.05 0.05 2.3
7 Filtration over fine
borous media 001 | 001 | 003 | 1.3 1.1 | 0.03 0.01 2.3
8 Ultra-Filtration 0.0 00 | 0.005| 05 1.0 | 0.02 0.0 0.0
9 STO" Aquifer 00 | 00 | 00 | 008 | 01 | 0.0 0.0 0.0
reatment
Required effluent | 145 | 100 | 100 | 700 | 200 | 02 10000.0 0.1
quality
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Figure 3.12- Value of the objectivéunction in the infeasible region during the search of GA
optimization method
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Figure 3.13- Value of the objectivéunction in the feasible region during the search of GA
optimization method
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3.1.7.2. Sensitivity Analysis (SA)
The Effect of various Damage Cost Functions

Here we examine how the damage cost function of the quality parameter, BODs Hiféect
optimal treatment train. We consideredr different damage cost functions given in Fig8r&4

and Tables3.10 and 3.11. In Figure3.15 we can see how the optimal treatment train changes
while we change the damage cost function of the BOD.S2orD, we can see the decreasing
BOD concentration among the treatrhémain technologies in Figurg.16. Figure 3.16shows
that the major BOD reduction is obtained with the first technologies in the treatmenttain.
each of the ten quality parametes® expect a reduction in tlencentrationin Figure3.14 we

can seghatthe higheithe concentration of BOD is the highttre damage cost.

Figure3.15shows thattechnology number @.e. High baded Activated Sludge + S&edin) is
chosen to be the same technology for allrtiresdespite the differences in the damage cost. The
selected technology is known for ikégh efficiencyin BOD removal Selecting the rest of
technologies is based on least O&M and capital costs, basidetamage cost. Yet, in Figure
3.15 we can see that the chosen treatment train technologies for BAdifferent from the
other technologies chosen for the other S#ter stage 2 none of scenarios resulted in the same
technologies obtained in SA_Dnlike SA B and SA_C which share a lot of technologiég

can see that most the technologies chosen for SA_D are based on filtration.

In Figure 3.16 we can see that within the technolog@sSA_D, we can get almost zero
concentration of BOD at the end the treatment train technologi€Bhis high BOD removal is
obtained within the first five stages with the highest removal coming from the first stage
technology(i.e. Bar Screeh This indicatesthatwhen thistechnology is availableneshould use

it, to achieve lowesoil damagehat wouldresultfrom high BOD concentration.
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Figure 3.14- Damage cost functions &mction ofBOD concentration

Table 3.10: The Data for damage cost functions as BOD concentration

Parameter Name | BOD (mg/L)
Point 1 0
Point 2 70
Point 3 100
Point 4 133

Table 3.11: Damage Cost Data fdour different Sensitivity Analysis (SA runs

Parameter Name / SA Run SAA|SAB|sacC|SAD

Damage @ Point 1 0 50 75 270
Damage @ Point 2 0 60 100 330
Damage @ Point 3 0 80 160 380
Damage @ Point 4 0 150 260 450
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3.1.8. The DSFrogram

The mathematical models developed in this work were coded using the MATLAB programming
language. To facilitate the use of our models for-pmgrammers endsers we built an Excel

based interface for inputting the model data and outputting the reswtaplimization model is

a central component in the computer system that also includes ancillary programs for receiving
and handling input data and for casting the results (the output) of the optimization in forms and
formats that support decisignaking. The following Appendices are part of tlieesis

1.1."User's Manual: DSS for Optimal Treatment Design".
1.2."DSS setup files.zip": Install files for running the optimization model.

3.2. RegionalPlanning Model of Wastewater Treatment System

The main focus of thisvork was to develop the treatment train optimal design DSS described is
Section 3.1. As a secondary product of this thesis, and building on the treatment train
optimization model, we have also deveddpa regional planning model of wastewatsnd
effluenttransport andgstoragesystem aslaid outin Figure3.17. The layout shows all potential
components of the systemPotential® means thahe optimization will selectvhich of the
facilities shown will be selected, with their sizes, while others will not appear in the optimal

solution (their size will be zejo

Gravitational pipelines

WWTP

Reservoir

Consumer

Figure 3.17- The potential layout problem
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The model consists of Waste Water Treatment Plants (WWTPayjtagional pipes (in blue)

that carry wastewater from the sources to WWTPs which treat the wastewater, pumped pipes
carrying treated wastewater (effluents, in red) from the WWTPs, and reservoirs (in green) as
presented in Figurd.17. Thesystemis to opeate over three sequential seasons and the decision
problemincludesfinding the optimal layout of the system, the optimal design (i.e. sizing of the
different components) and the seasonal flows, such that the total capital and operation cost is
minimized,subject to physical, technological and operational constraints.

3.2.1. Model Outline

The modelis divided into two problems, the layout selection problem and the design problem.
The layout selection problem is about finding which components, out of teetiad components
shown in Figure3.17, should be present in the optimal solution. As such, one may think of the
decision variables in the layout decision problem as binary variables indicating whether the

component is fAonodo or fAoffo.

The design problens about finding the optimal sizing for the selected components in the layout
problemand dctermining the sizing of the different componentéich requires calculating the

flows in the system over time. This is because the flow in the network is a furadtithe
selected layout and sizingf its components. For example, to determine the reservoir size the
flow in the system must be determined along time, and to determine the size of the pipes the
maximum flowoverthe entire operation time must be detemed. For this purpose the selected
layout is considered in the three successive seasons to determine the operational flows if this
layout is to be chosen. The representation of the operation in thegestaisons is given in
Figure 3.18 from left to righ. The arrows outgoingrom the reservoirs are the transitions of
storage in the reservoirs at the end of one time period to make them the initial storage in the next
time period. The arrows emerging from the reservoirs at t=3 are the final values rad thfettee
planning horizon. The representation in Fig8ré8is defined as "spacetime" network of the

system since it depicts both the flows in the different components (i.e. space) and the transition of

storage between seasons (i.e. time).

In the sysem shown in Figur8.18 there is one wastewater source (i.e. a city) which is at nodes
1, 9 and 17. These three nodes represent the same city but in different seasons. For example, node
9 receives the wastewater flow from the city to the network in seasdAlso, we consider one
consumer of reclaimed water, which is located at nodes 8, 16 and 24 in the three seasons.
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Figure 3.181 The spacdime network

Figure 3.18 has eight spatial nodes, noded tepresent predefined potential locations where a
WWTP can be built, while nodes&represent predefined potential locations where reservoirs
can be built. Wastewater sources could feed nodew/ile consumers auplied from nodes

5-8. In our example, for period he wastewater comes froome city at node 4 and one
consumer 3 located at node 8. In terms of the connectivity between the eight predefined
locations, consider four potential gravitational pipes which convey wastewater; these pipes are
represented by links-4. In Figure3.18 blue links are for sewage and red are for effluafte(
treatment) conveyors. Note that the inflow and outflow links of the WWTPs are given two colors,

because they convert the sewage into reclaimed water.

In the layout problem the optimal solution will determine which of these pipes should be present
in the optimal plan of the network. Wastewater flows through WWTP which are represented by
four links 58. There are four WWTP's which are associated withfdhe nodes. That is, if a
WWTP is to be built at node 1, then link 5 will be activated, indicating that this WWTP is to be

built in the final layout and it will deliveeffluentfrom node 1 to node 5.

As indicated earlier, nodes& are predefined locatmowhere reservoir could be built. These

locations are connected with four potential pipes which corefflyents these pipes are

4 4



represented by links-92. Effluentscanbe stored from one season to the next; this is represented
by considering four poteial reservoirs which are represented by four linksl&3For example,
if a reservoir is to be built at node 7 then link 16 will be active in the layout optimal solution.

In Figure3.18 wastavaterand effluentscan flow only in the direction of the arws; that is a
restriction over the decision on the direction of the flow in the layout problem. It is noteworthy
that this restriction can be relaxed by considering two parallel links, with opposite directions, for
each pipe in the system. The restrictminthe direction done for two reasons: 1) to ease the
demonstration of the example; 2) in ¢ when the locations are predefined, it is often easy to

determine what the flow direction in the pipe is.
The Decision Roblem ofDesignand Operation

The decision problem is divided into two groups: the design/layout part and the operation part.
The decision problem of the layout is about choosing the components which should be in the
optimal solution such as pipes, WWTP and reservoirs. The desigreprablabout determining

the optimal sizing of all components, considering the capital and the operation cost subject to

constraints.

It is possible to distinguish between the layout and the design problems by considering binary
decision variables which dicates whether the component is part of the solution or not. Herein,
we follow a different approach in which considering the layout problem to be part of the design
problem, by requiring the size of components to be greater than a very small valuer("gpsil

the design stage. That is, instead of having a [0,1] binary variable which indicates that the
component is present in the opti mal -tedémuad on
as an option in the sizing problem. The small lower bo(lmd not zero) avoids numerical
difficulties in running the optimization algorithm. If a component takes on this value in the

solution this indicates that it is zero (i.e. eliminated) in the solution.

There are several advantages to merging the des@ythanayout problems, among them: 1) a
substantial reduction in the size of the optimization problem; 2) there is no need to change the
graph representation during the solution process, shat links are deleted from the graph, all

links always exist,but inactive ones havsize zero. This second advantage facilitates a
straightforwardformulation and prevents numerical problems which may occur if the other

approach is considered in which binary variables are considered to deactivate components.
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Hence,after merging the layout and design problem, we are left with the design problem. In the
design problem we need to determine the optimal sizing considering the capital and the operation
cost subject to constraints. That is, we need to decide on the bgdiameeter for gravitational

and pumped pipelines, WWTPs and reservoirs volumes. Sizing the gravitational and pumped
pipelines, WWTPs and reservoirs volumes depeadthe input flows over the three seasons,

taking into consideration the capital and operatosts subject to constraints.

The problem of optimal technology selection within the WWTPs was covered in the models
developed in Section 3.1. As such, to complete the optimal design problem for the network we
need a model that is able to find theirgizof the network componenits conjunction to finding

the optimal treatment train in the WWTPs.

3.2.2. Model Components

Decision Variables

The decision variables in the problem consist of 68 decision variables, 44 design variables and 24
operational variables. Th& design variables are: 4 variables for diameters of gravitational
pipelines, 4 variables for the diameters of the pressurizeslipes, and 36 treatment variables

for the selection of the treatment train technologies in the four potential WWTPs (9 variables for
each of the four potential WWTPs as required by the modetjuation3.7). These 44 decision
variables determine the sign of the network and thus they are selected once for the three

seasons.

The 44 design variables are of discreet nature, where the diameter variables are integers in the
range of 1 to 9 to represent the selection of the diameter from a set of 9 possible diameters which
we define in the knowledge database. The treatment train tegynedriables are integers with

the range of 1 to 44 to represent the 44 possible technologies as explained in Se&idior
example, choosing diameter 1 means that the first diameter found in the list of possible diameters
is chosen, whicthas beerdefined as 110 mm in the knowledge database. Similarly, when
choosing technology 13 it means that the treatment "Low Loaded Activated Sludge -w/o de
N+Sec. Sedim" is a component in the treatment train of a W\§@®i( Tabl&.1).
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Beside the 44 design variables, there are 24 operational variables avhitte flows in the

network through the three seasons. These are continuous variables with the range of the allowed
flow in the network. The derivation of these variables will belarpd in the following
subsection.t is noteworthy thatthe size of the WWTPs and the size of the reservoirs are
obtained as a function of the flow variahlesnsequentlythereis no need to define the sizes of

the WWTPs and the sizes of reservoirsiradependent decision variables. For example, the
reservoir volume is determined as the difference between the maximum volume and the

minimum volume over the three seasons.
Constraints

For this model there are number of constraints, in addition to thoselaskin the treatment
train design mode]snostly for designing and the operations of distribution network components,

such as gravitational and pumped pipelines, WWTPs and reservoirs.

An importantset ofconstraints is the water conservation law at the network nodes. To facilitate
the definition of this constraint it is possible to represent the distribution network using graph
theory concepts. The network can be represented as a directed graph coaofistingdes

connected byM edges. The topology of the network is represented by the incidence #atrix

where Al R has a row for each node and a column for each edge. The nonzero elements in
each row are +1 and for incoming and ogping edges respectivelyhe incidence matrix of

the network is defined ake M3 N matrix as giverby Equation 8.9). For example, the three
nodes network shown in Figu19 can be represented by 3X4 incidence matrix as given in
Equation 8.9). As seen in EquatiorB(0), the first arc (i.e. column one in the matrix) starts at
node 1 and ends at node 2, dod this we have entries ofl and +1at these two nodes,
respectively. The 4th column in the matrix presents the "input” arc to the networkhasarity

one positive entry in the first row.

el If arc j end at node i
A :!| -1 Ifarc jstartsatnodei,d m® 1, j¢n. (39
to otherwise
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Figure 3.19- Small example for incidence matrix

&1 0 1 1
A=Z1 1 0 0 (3.10)
geo 1 -10

Given the definition of the incidence matrix, the linear equation system in Equatitl) (

ensures the water balance in the network.
A b (3.11)

where A is the incidence matri is a vector presenting the consumers and the incoming flow

andQ is a vector of the flows in the network.

The size ofincidence matrix for describing the network in FigGré&8is Al RZMS. Since there

are more edges (i.e. columns) than nodes (i.e. rows) in the system (48 compared to 24), it is
possible to extract dependent flow variables from the linear equation system and thus reduce the
number of the flow variables ithe model. Specifially, Equation 8.12) defines 24 dependent

flow variables as a function of 24 independent flow variables. As such, instead of having 48
operational flow variables in the optimization model, we will only have 24 independent flow

decision variables denoted Q,.,in Equation 8.12).

Qdep:ql @ 6 Qno(;%) (312)

where A is a matrix ofN independent columns of matrik, Ais a matrix ofM-N dependent
columns of matrix A; Q,,is the vector of dependent flow variableg,,,is the vector of

independent decision flows.
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Once theQ,,Vvariables are determingtis possible to define the dependent flow variables by

using Equation3.12). Other dependent variables are the size of the WWTPs and the size of the
reservoirs since these are obtained as a function of the flow variables. The size of the WWTP
volume is determined athe sum of the volume in the three seasons whike dlze of the
reservoirs volumeis determined as the difference between the maximum volume a&nd th
minimum volume over the three seasons. When the difference is equal to zero, then there is no

need to build a reservoir, but ifig greaterthan zero, it meansne should be built

In order to determine the optimal sizing for the gravitational pipelines, constraints such as
maximum and minimum velocity and maximum capacity must be taken into consideration.
Constraints for maximum velocity are for avoiding potential wear and teatodemosion and
abrasion, while minimum velocity is needed to avoid settling and sedimentation in sewage
pipelines, which occurs in low velocities since the gravitational pipelines carry wastedter.
maximum capacityof gravitational pipelines is caltated using Manning's equatiokquation
(3.13). Manning's equation is an empirical equation that applies to uniform flow in open channels
and partially full pipe flows as in gravitational pipes. It is a function of the flow velocity, flow

crosssectionarea and pipe slope.
v=% & Jé (3.13)

Q:V (314)

w h e r -eFlovs velocity (m/sec)Q - Discharge (i¥sec);A - Cross sectional area of the flow
(m?); N - Manning coefficient, a property of the pipe materiakA/P- The hydraulic radius (m);
P1 Wetted perimetefm); J - Pipe slope (m/m)

Maximum flow capacity constraint for gravitational pipeline consists of two components, one is
calculated by the Manng equation fothe maximum partially full pipe flow which is set to
(2r-h)/2r 0.8 in Figure3.2Q and thesecond is calculated also by the Manning equation, but
allowed maximum velocity. The maximum flow capacity is determined by the minipainveen

these two. Choosing the minimum between the two capacities ensures that the flow is within
maximum velocity constraint and a maximum partially full pipe flow constraint. The flow

capacity for gravitational pipelines is given in Equatidrig).
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= max(Qh.. Orax) (3.15)

where Q... is the flow capacity according to the partially full pipgudion; Q“=is the flow

max

capacity according to the maximum velocity restriction. To calculiiewe use Equatior8(16)

which defines the parameters of pitdaltyrdull pipgsd s
By setting(2r-h)/2r 0.8, we calculateg,A,R which are then used in EquatioB.14) to

calculateQ?, . To calculate’= , we combine Equatior8(16) and Equation3.13) and we set the

velocity V=V, to obtain one equation with ommknownh. The unknownh is then obtained

by solving the equation numerically. By determining the solutiont will be possible to

calculateQ)m .

r=b/
qg=2 é}cco%r_—h

(;I‘
5 .
A:p@ rqusmq (3.16)
P=2@0rQ g O
A

R=2
P

|-O: 0

Partially Full Pipe Flow Parameters
(More Than Half Full)

Figure 3.20- Partially full pipe flow

len - .
To determine the minimum flow that saiesfthe minimum velocit)Pmin , we combine Equation

(3.16) and Equation 3.13) and we set the velocity =V,,, to obtan one equation with one
50
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unknown h. The unknownh is then obtained by solving the equation numerically. By

me
determining the solutiom it will be possible tacalculatémn .

For a pumped pipeline the maximum flow capacity is calculated by the H¥ideaoms Formula
given in Equation 3.17), which is valid for water and treated wastewater flowing through

pressurized pipes. The maximum capacity is determined by defining a maximum hydraulic

gradientJ,,, which the designer allows in the system.

A J. " %852
e 0 & O 9 S

where J,,,is the maximum hydraulic gradient (n?/hr) is the flow; cis HazeRWilliams

coefficient; D (mm) is the diameter.

Non-negative flows constraints are needed in the model. Negative flows, may mean flowing in
the opposite direction, but since the netwakdescribed in Figur8.18 is a directed network,

changing fow directions is not allowed.

Objective Function

The objective function is used to drive the solution to minimum cost for the design of the system
network and its operation over the three seasons. The total cost consists of Capital Costs, O&M

Costs, and Energyosts.

To solvethe optimization problem we usedGA solver without explicitly adding the constraints

in the solver. One way for dealing with constraints is using penalties for constraint violation.
Since the optimization is performed by GA, which is a search techniljisedoes not add
complication to the solution method, as would be the case in an analytical optimization method.
When a constraint is violated in a Gavaluation a penalty appears in the objective function
whose magnitude is proportional to the amountiolation, multiplied by a penalty parameter.

The penalty function is a method to approximate a constrained problem by an unconstrained
problem structured such that minimization favors satisfaction of the constraints. As such, instead,
we have added theonstraints through a penalty function that converts the problem into an

unconstrained optimization problem as shown in Equa8di8)
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mingcost(x) +ROmax(g(x),0) (3.18)

where X is the decision variables vectog(X) is the left hand side of the constraints of the type

9(X) ¢0 and P is a penalty factor.

GA is considered a bladhox optimization solver, meaning that it does not require any
information regarding the mathematical properties of the problem. For the GA to communicate
with the mathematical modebf the systemit only requires the definition oan evaluation
function. GA suggests different values for the decision vector, X, while the evaluation function
returns the scores (i.e. cost plus penalty), F, of these solutions. The GA uses operators such as
crossover and mutations, based on the scobesnedin successive generatign® create a
Abettero set of solutions for the probl em.

criterion is met.

For the GA to solve the model we need to define an evaluation function procedure which
calculates the Capital Costs, O&M Costs, Ener@gsts, and penalties from constraints violation.
Figure3.21, presents the objective function evaluation procedure which takes a potential solution,
X, from the GA and returns the scores (i.e. cost plus penaltgj,this solution.
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Figure 3.211 The objective function evaluation procedure

The initial vectorX is the user input data, used as the first solution of the GA. It contains 68
decision variables of the following typdgd) Diameters of gravitational pipeline@) Diameters
of pumped pipelines; (3)reatment train technologie@) The independentdiws in the network

Decision variables of diameters are allowed to have a very small value (close to zero) in all three
seasons, which indicates that this link is not part of the optimal solution and will not be built.
Setting minimum value of a decisiomnable, and not zero, is to avoid numerical difficulties.
When a decision variable takes on this minimum value it means that the actual value is zero and

the variable is removed from the output.
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Equations forCalculating the Capitaland O&M Costs

Thefollowing is a description of the equations used in this model for calculating the construction
and maintenance of gravitational and pumped pipelines, and construction of reservoirs. The input
data for the model includes: Sewage supply, Pipeline candigateters, Capital cost functions,

O&M cost functions, Elevations of potential locations; Soil type and slope; Length of pipelines.

The capital costs of the WWTP are functions of its volume, which is determined in the

optimization. The other parameteasterage flow,Q, ., peak daily flow,Q and dry weather

pday ’

flow, Q,, , are calculated as a function of the annual volume. This part was cavededtion

3.1

Gravitational pipelines capitaosts are calculated by EquatioBs2R) and 8.23) which are taken

from Brand and Ostfeld (2011) (Most of the equations used irB#usgon are taken from Brand

and Ostfeld (2011), unless otherwise noted). There are two equations, since it is a function of the
excavation cost and the cost of the pipeline itself, which is a function of the pipeline diameter and
length. The excavation cos a function of the depth of excavation, soil type, pipeline slope and

the pipeline length.

The excavation depth is calculated in Equat®i9). The areas for fill/lexcavation are calculated
by Equations .20) and @3.21). Where, Equation3(20) is for shallow excavation, i.eH1< 4
meters, and3.21) is for deep excavation, i.eHj1> 4 meters. The capitabsts for a gravitational
pipeline arecalculated by Equation8.¢2) and @3.23).

H1=( -J,) )10 (3.19)
_H12 Cn21|n
_}g_ H¥-C, _
A =Lg G, (30 255 N (3.20)
Cy=216 0" LO7 A L§ (3.2
C,2 =21.6 O LO7—£—CE53‘—'”) L, 1A 1 (3.23)
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where, J and J,are pipeline and soil surface slope respectivglys pipeline lengtli{km), C, is
the minimum pipeline depttm), L, is pipe excavationvidth (m), H1is leastexcavation cost

(m), A; and A are excavation areas to and above a deptiiim?), respectivelyC

™~ pgl and Cng

are construction costs for shallow and deep excavégigaar) respectively

The pumped pipeline capital cost as function of pipeline diametdeagth is given in Equation
(3.24).

C, =382.5 0 L (3.24)

The energy cost is a function of the discharge, presented by Equa#en(Housh, 2011).

XPC%% 8
= —2090—*()')736 WEKWHIC

energy

XP= I, +HD (3.25)
o 1,852

DHf 2.526 10 %8 8 D.**OL

526 10 éﬁ%‘ § D0
whereXP is the total head differencen(); ¢ is flow (n?/ seaso); Wis number of pumping hours
(hr/seasor); KWHC is pumping cost <«/kwhr); DZ, is topographical differencen); DHf is
energy head lossn); ¢ is Hazen Williams coefficient(); D, is link diameter ¢m); L, is link
length (km).
In addition, fora pumped pipeline there is a pump station construction cost which is given in

Equation 8.26) (Housh, 2011)The pump construction cost is a function of total head difference
XP.

C

Cpump

= 64920 &P (3.26)

Reservoircapital cost is a function of excavation cost which is calculated by Equ&tidf) (
(Joksimovic, 2006).

Cr=A 9, (3.27)

The O&M costs for gravitational, pumped pipelines and reservoirs are percentage functions of
capital costs ashown in Equation3.28).
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Co, =0.03 O,
Co,, =0.03 0, (3.28)
Cor=0.03 Gr

3.2.3 Testing theRegional Ranning M odel of WastewaterTreatment System

In this Section we present preliminary tesfor the model, le model has been tested under
various conditions, in order to check its validity and to investigate its performance under different
conditions.In what follows we presers Base Run andone run of Sensitivity Analysis. The

purpose of these runs is to test the response of the model to changing in the design conditions.
We changed the quantity of sewage produced by the city relative to the quantity of effluents that

is required by the consumer as follows:

Base Run: The inflent supply is equal to the effluent demdoadeach of the three seasoitsis

expected thahesolution of the system witiot introducestoragefacilities.

Sensitivity Analysis RunThe supply is greater than the demarsdorage will be requed;

3.23.1.Base Run

Theruns aremade under the conditidhatthe supplyguantity exactlymeets the demand the
three seasonén this caseit is expected that the model will have an optimal solution without any
reservoir, since there is no need to store wlagtweenseasonsThe input data for this run is
given in Table3.12. The effluents will flow directly through gravitational pipemd theé go
throughtreatment in thaVWTP and through pumped pipeline to the end user. The solution is
presented in Figurg.23

! As was mentioned previously, the main focus of this thesis is to develop a model that optimizes the treatment train.
The regional model is a secondary product of this thesis
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Table 3.12: Base Run Input Data

Variable Name Value Description
Qp (nt/season) 60000 Source Flow
Qd (nt/season) 60000 DemandFlow

Gravitational pipe lines elevatio

(g_node_el)

110,100,90,95

Wastewater
treatment plant
and Gravitational
pipe lines
suggested

elevations

Soil_Id

lor2

Loam/Heavy Soil

L (km)

0.1

Distances:
pipelines length

All_D (mm)

[110, 160, 200225, 250, 315, 355, 400, 0.00]

Pipeline
candidate

diameters

Cmin (m)

15

Minimum

pipeline depth
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. | : Mo,

180000 m3/year

Figure 3.22- Thedesign problem for the Base Run

The optimal network is composed of gravitational pipeline, a wastewater treatment plant and a
pumping pipelineas showrnin Figure3.22. In Figure3.22 we can seehe optimaldesignnetwork

as a subset of the potential network layauhiere the solid lines present ttleosencomponents

for the optimal networlandthe dashed lines present the fabtosen componentshich are not

part of the optimal network for this BaRein.

This design is constant in time ardbes not change through the seasofse optimal
gravitational pipelinediameters ar&50 mm and this diameter will be the same through the
season The pumped pipeline diametisrset to 315 mnand the WWTRapacity is set to 18,000
m?® per yearAs can be seen iRigure3.23, there is no reservoirs in the selected design shmee
demand is exactly equal to the supply in the three seaBonghe WWTP design, the model
selects an optimal treatment train. TaBld3 detaik the technologies selext in the WWTP

which is obtained in Base Run.
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Figure 3.23 presesthe operation problem of the network, where we can see the flow over the
three seasong flow of 0.0058 (nsec) is carried over by the gravitational pipeline, through the
WWTP and the pumped pipelinte theconsumer. Figure 3.2Rresentdwo quality paameers,

BOD and TN. We can sdheir concentrations in the influent at the start, before the wastewater

treatment, and after the WWTP, where the concentrations are decreased.
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Figure 3.23- Presenting the optimal network for Base Run

Table 3.13: The Treatment Train for th& WTP in Base Run

Stage Selected Technology
1 None

2 Stabilization pond:

anaerobic

3 Stabilization pond:

aerated

Phosphorus Precipitatio

Surface Filtration

Soil aquifer treatment

Ultra-Filtration

lon Exchange

None

©| 0 N| o o &~
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3.2.3.2.Sensitivity AnalysigSA)

Here we considea situation where the supply changes through the seaSbasdemand in
season Zkqualsthe supply, in season 2 is less than the supply and in season 3 is more than the
supply.Table3.14 presats the input data for this run

Table 3.14: Input Data foISA

Variable Name Value Description
Qp. (m*/season) 60000 Source Flow
Op, (m*/season) 70000 Source Flow
Qps (Mm*/season) 90000 Source Flow
Qd, (m*/season) 60000 Demand Flow
Qd, (m*/season) 60000 Demand Flow
Qd; (m*/season) 100000 Demand Flow
Wastewater

treatment plant

Gravitational pipe lines elevatio 110,100,90,95 and Gravitational
(g_node_el) pipe lines
suggested
elevations
Soil_Id lor2 Loam/Heavy Soil
Distances:
L (km) 0.1 o
pipelines length
Pipeline
[110, 160, 200, 225, 250, 315, 355, 400, 0.0 candidate
All_D (mm) .
diameters
Minimum
Cmin (m) 1.5

pipeline depth

In this casat is expected that the model will hate constructa reservoiin season 2since the
demand is less than the supglyring this season. In season 3, the supply is less than the demand
and the storedffluentfrom season & used inseason 3.
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Figure 3.24- Design problem for SA run in Season 2

In Figure 3.24, we msent thedesign problem for SAn season 2Unlike the previous run, here

we have a reservowhich is built and added to the design problem. The design problem is
constant and does not change through the seasons, meaning that if the reservoir is built on season
2, then the reservoir will be also in seasgra8 we can in Figure 3.2k Figure 3.24 we can see

the gravitational and pumped pipeline diameters, the WWTP volume and the reservoir volume.
The gravitational and pumped pipeline diameters are 315 mm, th& RMyilume is 220000
(m®/year) and the reservoir volume in season 2, is 10368&¢ar). Since we didot change the

influent and effluenguality over theseasonsthe WWTPtreatment trainechnologiesor this SA

arethose oftheprevious rur(Table 3.B).

In Figure3.25, we can see thdifferent flowsthrough the seasoni season 1, we can see that
the flow in the gravitational and pumped pipelines were 0.§6B&eqd, while in season 2, as a
result of increasing theupply, the flow in thegravitationalpipeline is increasedto 0.0068
(m¥se0, since thedemand is still the same asseason 1, the flow in the pumped pipeline, did
nat change(i.e. 0.0058 ni/sec), and the differences between the sugptythedemandn season

2, goes tdhe reservoirln season 3hedemandexceeds the supplyeaning that there is a need
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to use the water we have in the reserftmm season 2The flow in the gravitational pipeline is
increased t®.0087(m%sec),and the demand is 0.009%sec) Therefore, we use the effluents

in the reservoir.
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Figure 3.25- Presenting the optimal network fitre SA
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4. Summary and Conclusions

4.1. DSS for Optimal Treatment Train Design

Theliterature review covered four main topics:

Wastewatetreatment technologies;
Implication of reclaimed water irrigation on the crop yield and quality;

Regional wastewater treatment and reuse planning and management;

A

Decision Support Systems of wastewater treatment and reuse systems

Based on the findings in¢Hiterature v formulated a knowledge database for optidesign of

a wastewater treatment train. The knowledge database was based omatitigang et al. 2013,
BrandandOstfeld, 2011Joksimovic, 2006, an@ron, 1996 The knowledge database is generic

and transportable to other locations and problems that deal with treatment of wastewater and
reuse. In addition to the knowledge database, a series of four interviews were conducted with four
Israeliresearchers, about tiary technologies such as Ultra Filtration (UF) and Reverse Osmosis
(RO), information on the effect of using effluents with different qualities on plants and soill,
information about the use of effluents for irrigation and informatiom the effect of using

effluents orthe plant, thesoils and the environment.

The DSS for optimal design dfie wastewater treatmeritain was developedin threephases.

Phase 1:.conceptual model, which describes generally what the model componerasdvehat

the idea behind it isPhase 2:a Five-StagesModel, which considered the selection tife
treatment processes to be included in a treatment train of five stages (componenisjluéran
stream which has a given stream size, inflow quality parameters and the required maximum
levels of these parameters in the effluent from the system. The five stages of the treatment train
correspond to the five categories of technologies: 1) Preliminsayment; 2) Primary treatment;

3) Secondary treatment; 4) Tertiary treatment; 5) Disinfection. The optimization model selects
one technology fromeach ofthese fivecategoriesto construct a train of length five that is
optimal with respect to the totabpital, O&M and damage costBor this model, we have
developed twdormulations,the firstusesbinary variables, where one binary variable presents
each of the technologies in the knowledge databadendicatesvhether the technology te be
includedin the optimaltrain or not. The second formulation asinteger variables, wheran

integer variablepicks a technology irthe five stages in the traiffhase 3:is the Unlimited
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Stags Model, inwhichwe consideredn unlimited treatment train withoutgriori fixed number
of stages, unlike the FivBtages Model. This change allows the model to choose any available
technology consistent with the treatment train synthesis rules and thus &s@itabre generic

representation of the treatment train camakions.

In order to solve the optimization problgndetailedin Section3 , we used Matl abd
for searching the feasible domain. We used the GA solver without explicitly adding constraints in
the solver. Instead, we added the constraints through a penalty function that cenverts
constrainedptimizationproblem to arunconstrainesdne Base Runs and Sensitivity Analysis

runs were conducted for tlfferentdatato test how the selection of treatment train technielog

is affectedby changing the effluent qualitgtandardshow thisis reflected in the capital and

O&M costs, and how damage cost functioh a quality parameteaffect the optimal treatment

train andthe selected technologies.

4.2. Regional PlanningV odel of Wastewater Treatment System

The model developed in Section 3.2 determines the optimal netfworklistribution and
treatment of wastewater. While the main focus of this work was to develop the treatment train
optimal design DSS described is Section 3.1. As a secondary product of this thesis, and building
on the treatment train optimization modele wtarted the development of a regional planning
model of wastewater treatment system. This model takes into consideration the design and layout
problem for optimizing a distribution network for the treatment facilities of wastewater and the

conveyance/stage of treated wastewater to consumers

The objective is to minimize total costs, which includes the WWTP costs, reservoir costs,
gravitational and pumped pipeline costs and damage costs. The problem of optimal technology
selection within the WWTPs was wered in the models developed in Section 3.1. As such, to
complete the optimal design problem for the network we need a model that is able to find the
sizing of the network componenits conjunction to finding the optimal treatment train in the
WWTPs.

The model contains two interconnectgaroblems the layout selection problem and the design
problem. The layout selection problem is about finding which components, out etttha
potential components, should be present in the optimal solution. As s&cmaynthink of the
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decision variables in the layout decision problem as binary variables indicating whether the
component i shutfabeitér way was foaldleteccomponents by allowing them to take

on a very small nomegative value The design oblem is about finding the optimal sizing for

the selected components in the layout problem. Determining the sizing of the different
components requires calculating the flows in the system over Bre&minary results from this

model show that the modeérformsas expected when tested on illustrative conditions.

4.3.Conclusions

The results of testing ¢hDSS developed hereitfiustrate the importance of developirsgich
systemsand how they catelp in managing and planning the reclaimed wateatmentand
transport The treatment train models provide a generic framework and flexibility for capturing
the decision maker preferences. Regional Planning Mdel provides an efficient approach for
planning the layoutsizing and operating the compents of a networkit addresses issues of
seasonal distribution of reclaimed water and determinesdeastistribution system.

Using hese modelss relevant fordecision makerso developed wastewater treatment systems
for using effluents for irrigdon. Incorporating the damage cost as part oftioelels in addition

to the capital and O&Mcosts affected the results and the selection of the treatment train
technologiesthis highlightsthe importance oincorporatingdamage cost functions in thesitgn
processn addition to classical economical costs (i.e. capital and O&M).

In conclusion, it is expected that the methodologies developed and incorporated in this research
will provide the planners of future water reuse schemes with a useful toekfdoring efficient

designs of wastewater treatment systems.
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4 4. Future Research

4.4.1. DSS for Optimal Treatment Train Design

T

Including more advanced treatment technologies that can lead to better quality
effluents.

Incorporating other economic@ects besides those included in the model, such as,
land requirements for a WWTP.

Incorporating additional environmental considerations, such as odor generations,
chemical requirements and impacts to groundwater.

Incorporating a better modeling for teavironmental damage evaluations caused

by using effluents for irrigation.

4.4.2. The RegionalPlanning Model of WastewaterTreatment System

T
T

Further testing the model developed herein to cover more scenarios.

Expanding the distribution system to includeormm WWTPSs, reservoirs and
pipelines network.

Adding water quality interactions within the water distribution systems
components.

Expanding the endser properties, where also industries can use reclaimed water
for industrial cooling.

Adding uncertainty tot he model 6s parameters and

uncertainty on the system design and operation.
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Appendix 1- User Manual: DSS for Optimal Design of Wastewater Treatment System

Introduction
The purpose of the user manual is to help decision maksgieers and who is going to use this

Model, to follow the instructions, in order to obtain a successful run of the model.

The Model was programmed in Matlab with an Excel user interface, which serves for inputting
the required data, which defined by tneer. The Model consists of five files as shown in Figure
1.1 To run the Model the user should make sure that all these files are in the same directory

when running Matlab.

= Compile_Inputm

b Cost_Function_Database.m
A gaplotchange.m

4] Input_Dataxisx

) rule_table.m

Figure 1.1- The five files of the DSS

The files are: Input_Data (Excel file,ompile _Input (Matlab file), Cost_Function (Matlab file),
gaplotchange (Matlab file) and rule_table (Matlab file). Each Matlab file contains a concise

documentation that details its purpose and the data it contains.
Input_Data.xIs: This file contains thenput data needed for the model.

- Cost_DataThere is all the relevant cost data needed for the model.

- Quality_Data:Defining the quality data relevant for the technologies in the database.
This file contains influent quality data and maximum values fordifferent quality
parameters. Note that this file does not contain the removal relationship for a given
technology; these are defined@ompile_Inpuim.

- Damage Data: Defining the damage cost as function of quality parameters
concentrations, by the usdfach function is defined as a piecewise linear function with

three segments (4 points).

Rule_table.m: This Matlab file defines the 45x45 matrix, which represents the treatment train

synthesis rules.
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Compile_Inputm: Thi s Matl ab file | oads the excel she
removal relationship for a given technology for all wastewater quality parameters.

Cost_Funciton.m: For a given treatment train, this function calculates the capital cost, the
operation and maintenance cost, and the damage cost for the treatment train. For tested cases
where the suggested train is not feasible a high penalty is added to the cost, and used as the
fitness function in the Genetic Algorithm (GA) optimization solvemptevent this (infeasible)

option from being selected. The main function is where the model evaluation occurs.

Here, in thisSection, there is description of the main files. What each file includes and what data
IS needed for it.

Input_Data.xls:

Cost_Daa: Contains the Cost Data for all technologies. Tdbleshows the parameters
to be defined by the user.

Tablel.1, presents the user defining parameters, which are used in calculating the Capital,
and O&M cost for all technologies. Given the parameters in Tablethe costs will be
automatically calculated, and the results are shown in ThlleThese calculations
depend on the defining parameters in Tdblghat are placed in the Excel file.

Table 1.1: Parameters defined by the user

Parameter Value
Qavg (ni/day) 9500
Qpday (ni/hr) 950
Qdwf (m*/day) 8075

PE 26000

A (hectar) 1000

Vann (ni/year) | 140000
r (discount rate %) 0.06
n (years) 25

where:
Qavg- Average daily flow (n¥day)
Qpday- Peak daily flow (rfYhr)

Qdwf - Dry weather flow (nYday)
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PE- Serviced area population equivalents
A - Process area (hectare)

Vann- Annual processed volume {fyear)
r- Discount rate (%)

n- Planning period (years)

For example: the equation foalculating the capital cost of technology number 2 (Bar Screen) is:
11035mpday>**

Table 1.2 The Capital Cost and O&M cost for all technologtasculated depending on Table

1.1
teclr?ngrogy Technology name Capital Cost O&M Cost
(Unit process) (%) ($lyear)
1 None 0 0
Bar Screen 373875 33828
3 Grit Chamber 422536 42254
4 Coarse Screen 598675 59867
5 Fine Screen 1130727 56536
6 Sedimentation w/o Coagulant 1522684 30454
7 Sedimentation w/ Coagulant 1786259 152302
8 DAF w/ Coagulant 621739 23219
9 Membrane Filtration 4749728 606876
10 Actiflo 4593298 303965
11 Stabilization Pond: Anaerobic 720553 49181
High Loaded Activated Sludge +
12 Sec. Sedim 3204583 307069
Low Loaded Activated Sludge wi/¢
13 deN+Sec. Sedim 3931355 393136
Low Loaded Activated Sludge w/
14 deN+Sec. Sedim 4133851 413385
Trickling Filter + Secondary
15 Sedimentation 3621917 263493
16 Rotating Biological Contactor 3314276 564452
17 Submerged Aerated Filter 7368700 564452
18 Stabilization PondAerobic 1269742 49181
19 Stabilization Pond: Aerated 316978 49181
20 Stabilization Pond: Facultative 1591515 49181
Constructed wetland: Fra&ater
21 Surface Flow 266950 102602
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Constructed wetland: Subsurface
22 Water Flow 29920 102602
23 Membranebioreactor 6667504 0

Excess Biological Phosphorus

24 Removal 148360 8892
25 Phosphorus Precipitation 38745 18200
26 Filtration over fine porous media 311069 31981
27 Surface filtration 475031 71255
28 Micro filtration 1187432 11200
29 Ultra filtration 1187432 11200
30 Nano filtration 1966532 15400
31 Reverse osmosis 1966532 14560
32 Granular Activated Carbon 2126619 376216
33 Powdered Activated Carbon 4895 21000
34 lon exchange 1066000 110240
35 Advanced oxidationUV/O3 505189 21000
36 Advanced oxidationUV/H202 505189 21000
37 Soil Aquifer Treatment 7840 17500
38 Maturation pond 352626 34039
39 Constructed wetlandpolishing 58000000 25000000
40 Flocculation 58219 4152
41 Ozone 1721631 131232
42 Paracetic acid 1225324 42000
43 Chlorine dioxide 1225324 107647
44 Chlorine gas 1225324 154847
45 Ultraviolet radiation 479639 25200

Quality _Data: This sheet consists of the quality data relevant for the technologies. This data
is used by th&€ompile_Input.nMatlab file, in order to calculate the effluent quality data for
chosen technologies with given influent quality data and regulation standards.

Table 1.3 presents the defining of 10 quality parameters in the influent, which will be
processed by thegatment train technologies.

Table 1.4 presents the effluent quality requirement at the end of each technology for four
quality parameters, for example, where the user can define the effluent quality for all 10
quality parameters. When there is no limit on the quality variables then thehoséd sput

the value of the influent quality or any large value such as 1E+50.

Tablel.5defines a set of parameters which are used to define the removal ratio functions for

each technology and for each water quality variab@ampile_Input.m
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Table 1.3: Influent Data(Cin)

Turb | TSS [ BOD [ COD | TN | TP FC INEggs Ecoli | Salinity
(NTU) | (mg/l) | (mg/l) | (mg/l) | (mg/l) | (mg/l) | (#/100ml) | (#/100ml) | (#/100ml) | (mg/l)
225 155 | 133 | 600 | 19 4 | 1.00E+06| 800 | 1.00E+08| 250

Table 1.4: Example of Effluent Maximum Requiremei@rfiax)

Technology Turb (NTU) TSS (mg/l) BOD (mg/l) COD (mg/l)
1 1.00E+50 1.00E+50 1.00E+50 1.00E+50
2 1.00E+50 1.00E+50 1.00E+50 1.00E+50
3 1.00E+50 1.00E+50 1.00E+50 1.00E+50

Table 1.5: Coefficient defined by the user to formulate the treatment functions for each

where:

technology
Parameter name | Value
BODrem 115
HRT 1
Temp 21
kt 3.094
pH 7.5
n 1
ql 9.5
q2 950
Penalty (P) 1E+20

Cin - Influent quality data

Cmaxi Maximum allowed effluent quality

BODrem BOD removed

HRT- Hydraulic Retention time = V/Q.
Temp- Temperature
Kt = 2.6%1.19(TemP20),

ph =7.5;

n- Number of maturation ponds

g - Is calculated as q=Q/A, where Q is flow and A is area of constructechdetla
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For instance, if technology number 11 has been chosen as the first technology in the treatment
train, the calculation of BOD concentration after using this technology is:
c", =2 Temp 26/10C

These equations are defined in @empile_Input.niile, where for each technology and for each
quality parameter, there are such equations to define the removal relationship.

The quality equations are defined@ompile_Input.nfile as shown in Figurd.2 The database
containsl0 quality parameters arth technologies, therefore for every technology, there are 10
different equations and 450 equations are defin€bimpile_Input.m

These relationships are definednasdle functiorMatlab variable callefun_CellQ Each cell is
defined for a parametetherefore there are 10 cells. At each cell, there are 45 equations for the
45 technologies. The handle function is a function of the variable C, which present the

concentration of each parameter from the previous technology.

fun CellQ{3}{1}=@(C)C*(1-(0/100))~
fun CellQ{3}{2}=@(C)C*(1-(2.5/100)):
fun CellQ{3}{3}=@(C)C*(1-(4/100)):
fun CellQ{3}{4}=@(C)C*(1-(0/100)):
fun CellQ{3}{5}=@(C)C*(1-(2.5/100)):
fun CellQ{3}{€}=@(C)C*(1-(25/100))~
fun CellQ{3}{7}=@(C)C*(1-(50/100)):
fun CellQ{3}{8}=@(C)C*(1-(50/100)):
fun CellQ{3}{9}=C@(C)C*(1-(82.5/100)):
fun CellQ{3}{10}=@(C)C* (1-(65/100)):
fun CellQ{3}{11}=@(C)2*Temp+20/100;
fun CellQ{3}{12}=@(C)C*(1-(10/100)):
fun CellQ{3}{13}=@(C)C*(1-(7/100)):
fun CellQ{3}{14}=@(C)C*(1-(5/100)):

)

)

fun CellQ{3}{15}=@(C)C*(1-(60/100)):
fun CellQ{3}{1le}=C(C)C*(1-(20/100)):

Figure 1.2- The quality eqations defined as function handles in Compile_Input.m

Damage_Data:This sheet consists of damage costs data, which calculated as a function of
the quality parameters concentrations. These functions capture the total damage caused by the
(lower than perfe quality of the effluent loss of crop yield, soil and water pollution. Each
function is defined as a piecewise linear function with three segments, connecting 4 points.
Once the four points are defined for each quality variable a graph which shodenthge

function is created with these data. Taldléand 1.7 are describing the four points for each
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quality parameters, which are defined by the user. These four points define the three segment

of the piecewise damage function.

Table 1.6: Concentration points at which the value of the damage function is givieablel1.7

Parameter Name | Turbidity | TSS BOD COD | TN | TP | FC | INEggs Ecoli Salinity
Point 1 1 20 30 40 10 0.1| 100 350 100 100
Point 2 2 35 70 80 15 1 150 1000 1000 150
Point 3 3 75 150 120 44 6 200 10000 10000 360
Point 4 4 100 340 200 76 20 | 1000 | 150000 100000 500

Table 1.7: Example of Damage function i8)( (m*/day) at four points of the concentration value

Parameter Name | Turbidity TSS | BOD | COD | TN | TP | FC INEggs | Ecoli | Salinity
Damage@ Point 1 100 15 100 70 5 5 40 45 100 0
Damage @ Point 2 75 20 120 85 15 10 78 55 120 0
Damage @ Point 3 35 35 150 140 25 | 45 97 65 150 150
Damage @ Point 4 35 50 340 200 46 85 | 120 80 180 800

After filling these tables, the user gets the graphs for each quality parameter, as shown in Figure
1.3 Figurel.3 presents how the BOD concentration can affect the cost function due to loss of the

crop yield or its value, to soil and water pollution.

Damage vs. BOD
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Figure 1.37 Damage cost as a function of BOD concentration
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The optimization app:

Running the model depends on using the GA optimization method, which is in the Apps toolbar,
Figure 1.4. Upon pressing 'optimization' a large window appears, divided to tnalles
windows. The right window is the 'Problem Setup and Results' while the left window is 'Options’,

Figurelb5.

4 MATLAB R2014a —

AN e 8 © B @ @8 - @
4 B0 Wl ¥ B @& & ¢ L)
Get More Install Package Curve Fitting Optimization MuPAD PID Tuner System Signal Analysis Image Instrument SimBiology ~ MATLAB Coder  Application Distribution
Apps App App Notebook Identification Acquisition Control Compiler Fitting
FILE APPS

Figure 1.4- The APPS options

Figure 1.57 The optimization tool window
Problem Setup and Results window:

This window, the left one in Figurk5, is also divided to two smaller windows: one for defining

the problem and the constraints and the second is for the 'Run solver and view results'.

The first window is for choosing which optimization method you asea would like to use. For

running this model, choosing GA Genetic Algorithm in the Solver option is the right
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