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Decision Support System for Optimal Planning of Wastewater Treatment Systems

Mariam Abu Wasel Egbariah

Abstract

Water scarcity, uneven allocation of water resources among the different sectors, global warming,
population and urban growth are pushing many countries around the world, especially in arid and
semi-arid regions like Israel, to search for alternatives for water resources. Special attention is
given to treated wastewater which is mainly used in agriculture for irrigation, but there are many
challenges, such as health issues, soil and groundwater contamination due to irrigation with
effluents (Ahmadi and Merkley, 2009). At the same time, water and wastewater treatment

systems are complex and changing forward within new technologies (MWH, 2005).

The main focus of this thesis is to develop and test an optimization model that selects the
treatment processes which are to be included in a treatment train (i.e. sequence or series of
treatments) of the Waste Water Treatment Plant (WWTP) for an effluent stream which has a
given stream size, inflow quality parameters and required quality standards in its effluents. A
"solution™ on the treatment side is a train (sequence, series) of treatment technologies, which
minimizes the total cost subject to given quality standards, physical, operational and
technological constraints. We developed two models for optimal design of wastewater treatment
train: the Five-Stages Model and Unlimited Stages Model. The Five-Stages Model has five stages
of treatment: 1) Preliminary, 2) Primary, 3) Secondary, 4) Tertiary, and 5) Disinfection. For each
stage, a single treatment technology is chosen. Unlike the Five-Stages Model, the Unlimited
Stages Model describes selection of treatment train technologies without taking into
consideration the treatment stages.

As a secondary product of this thesis, and building on the treatment train optimization model, we
have also developed a regional planning model of wastewater treatment, conveyance and storage
system. This model takes into consideration the design and layout problem for optimizing a
distribution network for the treatment facilities of wastewater and the conveyance/storage of

treated wastewater to consumers.

Base Runs and Sensitivity Analysis runs were conducted for the different models to test how the

optimal design changes with different system parameters, such as the effluent quality standards,

and the damage cost functions for low effluent quality. Our results indicate that the models
VI



developed herein can help in making decisions related to the impact of various quality effluents
on the system design and allow for optimal planning of reclaimed water systems while

accounting for physical, technological and environmental considerations.

Note: The physical and economic data used in this thesis are taken from various sources, and are
not claimed to be representative of any specific source of urban sewage with its quality, nor are
the required quality parameters of the effluent universal. The results presented herein are
therefore to be viewed as indicative and not definitive. The DSS is designed to be populated with
real data by its user.

Keywords: Decision Support System; Optimization; Regional Planning; Wastewater Treatment;
Reclaimed Water
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1. Introduction

Water scarcity, uneven allocation of water resources among the different sectors, global warming,
population and urban growth are pushing many countries around the world, especially in arid and
semi-arid regions like Israel, to search for alternatives for water resources. Special attention is
given to treated wastewater which is mainly used in agriculture for irrigation, but many
challenges arise, such as health issues, soil and groundwater contamination due to irrigation with
effluents (Ahmadi and Merkley, 2009). At the same time water and wastewater treatment

systems are complex and are changing with the advent of new technologies (MWH, 2005).

In 1953 Israel had the first regulations and standards for the reuse of treated effluents. However,
until 1970, the reuse of treated wastewater in the country was based mainly on small separated
projects without a clear policy. Since the beginning of the 70's, Israel has implemented a planned
and intensive use of treated wastewater for irrigation, today the reuse of treated wastewater for
irrigation is about 75% of total produced wastewater, when most of the reclaimed water use is in
agriculture. Reclamation of wastewater is accomplished by 135 Wastewater Treatment Plants
(WWTP), which treat approximately 355 Million Cubic Meters (MCM) per year. This amount
represents approximately 31% of the water supplied to agriculture and 18% of water supplied
throughout the country to all consumer sectors. The goal of the Water Authority is to utilize 95%
of the treated wastewater for various uses within the coming 5 years (Israeli Water Authority).
The increase of using treated wastewater over the past years increased the awareness of this issue,
including the awareness of the environmental effects arising from the irrigation with treated
wastewater. Thus, the regulations are becoming stricter and require compliance with certain
values of the different quality parameters; this in turn motivates the adoption of new and more
advanced wastewater treatment technologies to get effluents with higher quality to reduce the

environmental damage that may occur as a result of the continuous irrigation with treated water.
The treatment processed can be divided into different stages:

1) Preliminary

2) Primary (usually mechanical): treatment is designed to remove gross, suspended and
floating solids from raw sewage.

3) Secondary (usually biological): treatment to remove the dissolved organic matter that
escapes the primary treatment. About 85% of the suspended solids and BOD can be

removed by a well running plant with secondary treatment.
1



4) Tertiary treatment (advanced treatment): this treatment can remove more than 99 percent
of all the impurities from sewage, producing an effluent of almost drinking-water quality.
The related technology can be very expensive, requiring a high level of technical know-
how and well trained treatment plant operators, a steady energy supply, and chemicals and
specific equipment which may not be readily available.

5) Disinfection, typically with chlorine, can be the final step before discharge of the effluent.

The main focus of this thesis is to develop and test an optimization model that selects the
treatment processes which are to be included in a treatment train (i.e. sequence or series of
treatments) of the Waste Water Treatment Plant (WWTP) for an effluent stream which has a
given stream size, inflow quality parameters and required quality standards in its effluents. A
"solution™ on the treatment side is a train (sequence, series) of treatment technologies, which
minimizes the total cost subject to given quality standards, physical, operational and
technological constraints. Section 3.1 presents two models for optimal design of wastewater
treatment train the Five-Stages Model and Unlimited Stages Model.

The Five-Stages Model has five stages of treatment: 1) Preliminary, 2) Primary, 3) Secondary, 4)
Tertiary, and 5) Disinfection. For each stage, a treatment technology should be chosen. The
model has two formulations to describe the selection of the treatment technology; one is based on
binary decision variables, while the second is based on integer variables (1-44). The unlimited
stage model, unlike the previous model, describes selection of treatment train technologies
without taking into consideration the treatment stages. That is, choosing the treatment technology

is based on the treatment technologies we have on the knowledge database.

In order to test these models, typical physical and economic data are used, without claiming to be
relevant or accurate to any specific real case. A Base Run and Sensitivity Analysis runs are
presented in Sections 3.1.5 and 3.1.7. The purpose of these runs is to test how the model and the
selection of treatment train technology are affected by changing the effluent quality parameters
concentration, how is this reflected in the total cost, and how does the damage cost function

affect the selection of treatment train technologies.

As a secondary product of this thesis, and building on the treatment train optimization model in

Section 3.1, we have also developed a regional planning model of wastewater treatment,

conveyance and storage system. This model takes into consideration the design and layout
2



problem for optimizing a distribution network for the treatment facilities of wastewater and the
conveyance/storage of treated wastewater to consumers. This regional model and its preliminary
results are given in Section 3.2.

1.1. Motivation

Water scarcity in arid and semi-arid regions, such as Israel, makes the challenge for water
management a first priority. Water management is about maximizing productivity under
economic and environmental constraints including protection of soil and water resources (Shani
et al., 2007). Therefore, this work concentrates on wastewater management and regional planning
of wastewater treatment and distribution. In 2015, 96% of the Israeli collected sewage was
treated in wastewater treatment plants (WWTP). In addition, today the reuse of treated
wastewater for irrigation is about 75% of total produced wastewater, where most of the reclaimed
water use is in agriculture (Israeli Water Authority).

In light of the above, there is a need for planning and developing a Decision Support System
(DSS) which aims at helping decision makers and engineers to determine optimal decisions
regarding planning new WWTPs and upgrading existing ones. This DSS should be able to
provide guidance on the technologies that should be used and the optimal distribution system

which should be built to deliver the effluents with minimum cost.

1.2. Objectives and Contribution

The objective of this research is to develop a DSS for wastewater treatment systems planning and
design using optimization methods in order to help and guide long-term reclaimed water use and
treatment. Following a literature review, we found that there is value in developing such a DSS,
which combines the selection of treatment technologies and delivery system of reclaimed water

in one platform.

The two models developed in this research: the DSS for optimal treatment train design and the
regional planning model for the wastewater and effluent conveyance system will help in making
decisions related to the impact of various quality effluents for agriculture economy and will allow
efficient use of reclaimed water, taking into account the physical, technological and

environmental considerations.

The developed models are generic and flexible enough to allow engineers and planners to use
their own information and specific data, in order to test tradeoffs, different treatment train

3



technologies, different effluent quality and its environmental effluences, and different allocations
of different effluent qualities. The models are flexible for different sets of input data and

transparent enough to convey to the decision makers the full range of consequences of different
possible decisions.



2. Literature review

The literature review in this work surveys publications on planning and management of sewage
treatment systems, to identify and study similar studies and projects on planning and management
of systems for treatment of wastewater and reuse of the effluents. We covered literature in four

topics which are of importance to our study:

1. Wastewater treatment technologies;

2. Implication of reclaimed water irrigation on the crop yield and quality;
3. Regional wastewater treatment and reuse planning and management;
4

Decision Support Systems of wastewater treatment and reuse systems
The following Sections detail each of these topics.

2.1. Wastewater Treatment Technologies

Designing a wastewater treatment train depends on a number of factors, such as influent quality,
regulatory requirements, consumer requirements, environmental concerns, construction
challenges, operational constraints, available treatment technologies, and economic feasibility
(MWH, 2005).

Cost modeling, in general, helps us, as engineers and decision makers, to understand the
operating and maintenance cost structure of WWTPs and provide a detailed and scientifically
strict approach for planning of new facilities, as well as assisting in evaluations of the true
potential of water reuse projects. Modeling is useful for comparing different treatment
technologies from an economic perspective (Jodicke et al., 2001). The WWTP volume has a
large influence in the determination of the operating and maintenance costs, while other
parameters, such as plant age and pollutant removal efficiency, are important in terms of

explaining the costs (Hernandez-Sancho et al., 2011).

Besides the WWTPs volumes, regional considerations of effluents transfer and allocations are
another important issue to consider. Determining regional allocations of wastewater is based on
calculating the net benefits of irrigation in different areas. In one such study, a linear
programming optimization model was applied for various levels of environmental hazards, which
simultaneously determines the combinations of agricultural crops to be irrigated, water sources

and allocation for different regions (Haruvy, 1998).



While there are a number of such studies, the need arises to consider the uncertainties that arise
in dealing with a typical modelling project, by preparing a list of sources of uncertainty and
considering them in engineering projects (Belia et al., 2009).

2.2. Uses of Reclaimed Wastewater

Water is becoming scarce not only in arid and drought areas but also in regions where rainfall is
abundant: water scarcity concerns the quantity of the available resource and the quality of the
water because degraded water resources become unavailable for more stringent requirements.
Therefore, there is a need to use lower quality waters in irrigation management and practice
(Pereira et al., 2002).

Shaviv et al. (2009) argued that using reclaimed wastewater for agriculture irrigation, has its
benefits but also some drawbacks. The benefits come as values of conservation, waste recycling
and re-use of nutrients. The drawbacks are because using reclaimed wastewater for irrigation
exposes human beings and the environment, as soil, water, and plants to salinity problems,
accumulation of Boron, sodification and damage to structure, potential N and P accumulation in
soil and groundwater, undesired effects of organic constituents and health risk by pathogens.
Salinity is one of the greatest concerns in using reclaimed wastewater, due to using more

conventional and prevalent treatment technologies, which do not apply salt separation techniques.

The challenge for reclaimed water management is to maximize productivity under economic and
environmental constraints including protection of soil and water resources. The model by Shani
et al. (2007) takes into consideration as many of the essential factors of the soil-plant-atmosphere
system in a closed form solution. The model integrates plant performance under various
environmental, biological and management parameters. Coping with water scarcity requires
measures and policies of water management that may be grouped into two main categories:

demand and supply management (Pereira et al., 2002).

2.3. Distribution Systems of Reclaimed Water
A variety of methodologies have been proposed for obtaining optimal distribution system designs

by simultaneously addressing the layout (topology) and sizing of components.

A two-level hierarchically integrated system of models for the layout of single and multiple
source water distribution systems, where a non-linear programming model is used to select an
economical tree layout for major pipe links and an integer programming model adds the loop-

6



forming links to satisfy a specified level of reliability (Rowell and Barnes, 1982). In another
approach, two linked linear programs were developed, where one solved the layout and the other
determined the leas-cost components' sizes (Morgan and Goulter, 1982). Further improvements
to these approaches were made by Lansey and Mays (1989) and Duan et al. (1990), who included
sizing and location of pumps, storage tanks, and valves as well as pipes in the optimization.
Alperovits and Shamir (1977) adopted the split pipe approach regarding to pipe sizing, and
further expanded the methodology by considering multiple loading conditions and by including

the sizing of pumps, location of valves and sizing of operational reservoirs in the optimization.

Cembrowicz (1992) developed a two-step approach, used a GA model to determine the optimal
layout and LP for determining the least-cost pipe diameters. A GIS-based DSS called WADSOP
was developed by Taher and Labadie (1996), in which an NLP-based network solver and an LP-
based optimal design model are used interactively in a convergent scheme to determine least-cost
design, including the layout. Tanyumboh and Sheahan (2002) employed a maximum entropy
based approach in considering jointly layout, reliability and pipe sizing optimization problem.
Finally, Hassanli and Dandy (2005) used a GA approach for optimum layout and optimum
hydraulic design of a branched pipe network.

2.4. Decision Support Systems

Wastewater and effluents pipelines and treatment plants systems optimization is an emerging
discipline. Most of the modeling optimization is concentrated on either the sewer pipeline system
or the treatment plant. The problem that engineers face while designing a regional wastewater
and delivery system with treatment plants and a linking network is the design and operation of
links and how the treated wastewater will be transported to a main concentration point for
centralized transmission (Brand and Ostfeld, 2011). Despite the difficulties that engineers face
and the complexity of the integrative management modeling; it is an essential tool for
determining the optimal treatment and reuse of wastewater. A wide view of all related issues

allows accounting for all factors, for the benefit of whole community (Oron, 1996).

A decision support system (DSS) is an information system that supports a user in choosing a

consistent, optimal or, at least, near-optimal solution for a particular problem (Poch et al., 2004).

Developing a DSS for water and wastewater treatment process selection and design requires a

structured framework. The scope of the DSS, the purpose of its construction, and the elements

considered are the main factors that should shape and affect the way a DSS is constructed
7



(Hamouda et al., 2009). Having a DSS can help to advance innovation and aid communities in
meeting their sustainability goals, once it is fully developed. Such a DSS can help decision
makers to explore the design space of sustainable wastewater solutions that is relevant for their
particular context, and identify solutions that balance environmental, economic and social needs
(Chamberlain et al., 2014).

A DSS is a good tool for comparing a wide variety of systems with respect to a multi-disciplinary
set of sustainability indicators (Balkema et al., 2001). An integer programming model has been
used to identify sustainable treatment options for domestic wastewater using a weighted sum of
sustainability indicators in the objective function (Balkema et al., 2001). Another method - the
Analytical Hierarchy Process (AHP) - has been used for selecting wastewater treatment
technologies by Addou et al. (2004) and Bick and Oron (2004). A decision support system of
multi-criteria analysis was developed by Hidalgo et al. (2007) to promote safe urban wastewater

reuse.

A Nonlinear Chance Constrained Stochastic Programming model for integrated water system
optimization, is accounting for water quantity and quality from different sources for different
uses with different costs. Genetic algorithm (GA) was applied to achieve the minimum Total Cost
(TC) and maximum Satisfying Probability (SP) of water system equilibrium (Huang et al. 2013).
This optimization model is applied to Beijing, China, and presents a general solution of water
planning and reclaimed wastewater allocation for policy makers to generate decision alternatives
and identify desired policies and water planning under various socio-economic conditions. The
decision system evaluates the feasibility of implementing integrated wastewater reuse projects
through the selection of appropriate treatment trains that will produce effluent of the required

reuse quality (Adewumi et al., 2010).

Having conflicting objectives, such as minimizing the cost and maximizing the performance,
makes the evaluation and the selection of treatment process more complex. Thus, there is a need
for systematic approaches using decision systems or models to help in the selection of
appropriate treatment trains for given reuse. The WAWTTAR model (Finny and Gearheart,
1998) provides decision support for evaluation and selection of appropriate Treatment
Technologies (TTs) suggested by the user for developing countries. Another model called
MOSTWATAR (Dinesh and Dandy, 2003) stands for Model for the Optimum Selection of
Technologies for Wastewater Treatment and Reuse. This model was developed to assist planners
8



and decision makers in the techno-economic assessment of reclamation technologies and to aid in

the selection of the best five treatment technologies for a given case.

An integrated DSS for Water Treatment for Reuse with Network Distribution (WTRNet) has
been developed within the AQUAREC project on “Integrated Concepts for Reuse of Upgraded
Wastewater”, under the Fifth European Community Framework Program (Joksimovic et al.,
2008, Joksimovic, 2006). This DSS provided an integrated framework optimization of treatment
and distribution aspects of water reuse and the selection of end-users. The model is aimed to
combine both the process synthesis and water distribution aspects of reuse, and to overcome

some of the limitations that appear in currently available decision support tools.



3. A DSS for Optimal Design of Wastewater Treatment Systems

The main focus of this thesis is to develop and test an optimization model that selects the
treatment processes which are to be included in a treatment train (i.e. sequence or series of
treatments) of the Waste Water Treatment Plant (WWTP) for an effluent stream which has a
given stream size, inflow quality parameters and required quality standards in its effluents. A
"solution™ on the treatment side is a train (sequence, series) of treatment technologies, which
minimizes the total cost subject to given quality standards, physical, operational and
technological constraints. Section 3.1 presents two models for the optimal design of wastewater

treatment train.

As a secondary product of this thesis, and building on the treatment train optimization model in
Section 3.1, we have also developed a regional planning model of wastewater treatment,
conveyance and storage system. This model takes into consideration the design and layout
problem for optimizing a distribution network for the treatment facilities of wastewater and the
conveyance/storage of treated wastewater to consumers. This regional model and its preliminary

results are given in Section 3.2.

At the early stages of the research we investigated different tools for implementation of the

models which will be developed in this study. The options included:

1. An Excel-based model: the advantages of using Excel include rapid development and
universal access to the software. Difficulties in using Excel may arise due to the specific
forms of the mathematical expressions in the objective function and/or constraints, such
as non-linearity and discrete variables.

2. Acquisition and use of an off-the-shelf simulation package. Simulation is easier to
implement and solve, but it does no yield an optimal solution; the user has to use a
progressive user-driven search to improve the solution.

3. Development of an optimization model based on a more powerful optimization package,
such as a Search Technique, for example GA, which is coded using a professional
programming language such as VB or MATLAB.

Because of the many advantages and the transparency which is gained by the third option, we
have developed our own mathematical models which were coded using the MATLAB

programming language. However, to facilitate the use of our models for non-programmers end-
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users we have built an Excel-based interface for inputting the models’ data and outputting the

models’ results (See Appendix 1).

3.1. DSS for Optimal Treatment Train Design

In this Section we present the development of a DSS for selecting the optimal treatment processes
(i.e. different treatment technologies) which are to be included in a treatment train of an effluent
stream which has a given stream size, inflow quality and required quality standard of the treated
effluent. The kernel of this DSS is an optimization model that supports decision-making,
embedded in a computer system that accepts data from a knowledge database of different
treatment technologies and uses this data in an optimization model whose output are the decisions
that reduce the overall cost of treatment and reuse. That is, the optimization model selects the
treatment train that is optimal with respect to the sum of capital expenditures for constructing the
treatment system, the Operational and Maintenance (O&M) expenditures, damage functions for
crop production (when effluent quality is low), and costs of undesirable environmental

consequence that may result from low quality effluent.

Beside the cost data, formulating the optimization models requires information on the other
components of the system, specifically the options for decisions that can be made (feasible
solutions). A "solution™ is a treatment train of technologies which must meet physical and
technological constraints. As such, the optimization model needs to account for cases where
technology B cannot succeed technology A or cases where technology A must precede

technology B.

3.1.1. Knowledge Database

An optimization model for the design of a wastewater treatment train requires a knowledge
database that covers the set of technologies which are used in Israel and throughout the world.
The knowledge database in this study was built based on the literature review (mainly from
Huang et al. 2013, Brand and Ostfeld, 2011, Joksimovic, 2006, and Oron, 1996 ) as well as on
interviews that we performed with different Israeli researches specialized in different aspects of
wastewater treatment systems. Nevertheless, we aimed at making the knowledge database generic
so it would be transportable to other locations and problems that deal with treatment of

wastewater and reuse.
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A series of four interviews were conducted with four Israeli researchers (See Appendix 2 for the

questionnaires). We interviewed:

1. Professor Carlos Dosoretz, Faculty of Civil and Environmental Engineering, Technion, to
gain insight and information on treatment technology, specifically on tertiary technologies
such as Ultra Filtration (UF) and Reverse Osmaosis (RO).

2. Professor Avi Shaviv, Faculty of Civil and Environmental Engineering, Technion, to gain
insight and information on the effect of using effluents with different qualities on plants
and soil.

3. Mr. Asher Eizenkot, Senior Advisor and Instructor on irrigation in the Ministry of
Agriculture, to gain insight and information of the use of effluents for irrigation.

4. Dr. Jorge Tarchitsky, Faculty of Agriculture, Food and Environment, Hebrew University,
former Scientist and Advisor at the Ministry of Agriculture, to gain insight and

information on the effect of using effluents on plant, crop, soil and the environment.

The knowledge database considered in this study covers 44 treatment technologies in five
categories (Table 3.1): 1) Preliminary treatment; 2) Primary treatment; 3) Secondary treatment; 4)

Tertiary treatment; 5) Disinfection.

Table 3.1: Candidate Technologies

Category Technology Technology Name
sub-1D*

None (**)

Bar Screen

Grit Chamber

Coarse Screen

None

Fine Screen

Sedimentation w/o Coagulant

Sedimentation w/ Coagulant

DAF w/ Coagulant

Membrane Filtration

Actiflo®

Stabilization Pond : Anaerobic

None

High Loaded Activated Sludge + Sec. Sedim.

Low Loaded Activated Sludge w/o de-N + Sec. Sedim.
Low Loaded Activated Sludge w/ de-N + Sec. Sedim.
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5 Trickling Filter + Secondary Sedimentation
6 Rotating Biological Contactor
7 Submerged Aerated Filter
8 Stabilization Pond : Aerobic
9 Stabilization Pond : Aerated
10 Stabilization Pond : Facultative
11 Constructed wetland: Free-Water-Surface Flow
12 Constructed wetland: Subsurface Water Flow
13 Membrane bioreactor
14 Excess Biological Phosphorus Removal
15 Phosphorus Precipitation
1 None
2 Filtration over fine porous media
3 Surface filtration
4 Micro filtration
5 Ultra-filtration
6 Nano filtration
7 Reverse 0smosis
Tertiary 8 Granular Acti\_/ated Carbon

9 Powdered Activated Carbon
10 lon exchange
11 Advanced oxidation — UV/O3
12 Advanced oxidation — UV/H202
13 Soil Aquifer Treatment
14 Maturation pond
15 Constructed wetland - polishing
16 Flocculation
1 None
2 Ozone

Disinfection 3 ParaCt_etic ac id.
4 Chlorine dioxide
5 Chlorine gas
6 Ultraviolet radiation

(*) Sub-ID refers to the order of the technology within a category.

(**) "None" is included to allow skipping this Category, i.e., not including it in the optimal

solution.

The knowledge database considers ten water quality parameters: (1) Turbidity (Turb, NTU), (2)
Total Suspended Solids (TSS, mg/L), (3) Biochemical Oxygen Demand (BOD, mg/L), (4)
Chemical Oxygen Demand (COD, mg/L), (5) Total Nitrogen (TN, mg/L), (6) Total Phosphorus
(TP, mg/L), (7) Fecal Coliforms (FC, #/100 ML), (8) Intestinal Nematode Eggs (INEggs, #/100

ML), 9) Escherichia Coli (Ecoli, #/100 ML), and 10) Salinity (mg/L).
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For each of the 44 technologies the database includes ten expressions that quantify the
performance (reduction in concentration) of the technology on each of the ten water quality
parameters. Figure 3.1 shows an example of the functional relationships coded in the database.
Figure 3.1 presents the removal efficiency for the third water quality parameter (i.e. BOD), under
16 different technologies. For example, the second row means technology 2 (i.e. Bar Screen) has
a removal of 2.5% for BOD.

Note that our knowledge database includes the salinity as a water quality parameter, since it is an
important parameter for irrigation with effluents in the Middle-East. The salinity concentration is
not changed by conventional technologies, so the inclusion of salinity standard will induce

advanced treatment technologies for salts removal such as NF membranes and RO.

fun CellQ{3}{1}=@(C
fun CellQ{3}{2}=@(C
fun CellQ{3}{3}=@(C
fun CellQ{3}{4}=@(C
fun CellQ{3}{5}=G(C
fun CellQ{3}{6}=@(C
fun CellQ{3}{7}=@(C)C*(1-(50/100)):
fun CellQ{3}{8}=@(C)C*(1-(50/100));
fun CellQ{3}{9}=@(C)C*(1-(82.5/100)):
fun CellQ{3}{10}=@(C)C*(1-(65/100)):
fun CellQ{3}{11}=@(C)2*Temp+20/100;
fun CellQ{3}{12}=@(C)C*(1-(10/100)):
fun CellQ{3}{13}=@(C)C*(1-(7/100)):
fun CellQ{3}{14}=@(C)C*(1-(5/100))

)

)

C*(1-(0/100)) ;
C*(1-(2.5/100)) ;
C*(1-(4/100)) ;
C*(1-(0/100)) ;
C*(1-(2.5/100)) ;
C*(1-(25/100)) ;

[AERT A S )

fun CellQ{3}{15}=@(C)C*(1-(60/100)):
fun CellQ{3}{16}=@(C)C*(1-(20/100));

Figure 3.1 - The quality equations defined as Matlab handles functions, (see User Manual in
Appendix 1)

In addition to the performance of the unit processes, expressions for computing the annual capital
and O&M costs of each unit process are included in the database of the model as shown in Table
3.2. Note that the capital and O&M cost in the knowledge database are given as functions similar
to the performance functions in Figure 3.1. The values of the capital and the O&M costs in Table
3.2 are for fixed system configuration with the data given in Table 3.3. As can be seen from
Table 3.3, systems parameters like average sewage inflow determine the capital and the O&M
costs. In fact, all the costs are functions of the parameters in the first column of Table 3.3. The
14



predetermined parameters of average flow, Q. ., peak daily flow, Q dry weather flow, Q,,; .

avg ! pday ’
serviced area population equivalents, PE, process area, A, and annually processed volume, Vann,
determine the capital and O&M costs. For example, for "Grit Chamber" technology, the capital

cost is described by Equation (3.1) and the O&M cost is described by Equation (3.2).

C

capital

=0.1.C

CO&M

=20320-Q

capital

(0.4426)

pday

(3.1)

(3.2)

where, Q_,,, is peak daily flow (m*/hr) ,C,.is capital cost ($) and C,,, is operation and
maintenance cost ($).

Table 3.2: The Capital Cost and O&M cost for all technologies (Source: Joksimovic, 2006)

Technology 1D Technology name Caplt(gl) Cost Og/'\;'egr()’“
1 None 0.00 0.00
2 Bar Screen 373,875.26 33,828.38
3 Grit Chamber 422,536.44 42,253.64
4 Coarse Screen 598,674.75 59,867.47
5 Fine Screen 1,130,727.36 56,536.37
6 Sedimentation w/o Coagulant 1,522,683.92 30,453.68
7 Sedimentation w/ Coagulant 1,786,259.09 152,301.82
8 DAF w/ Coagulant 621,739.50 23,219.30
9 Membrane Filtration 4,749,728.38 606,876.49
10 Actiflo 4,593,298.09 303,964.89
11 Stabilization Pond: Anaerobic 720,553.34 49,181.38
12 High Loaded Activated Sludge + Sec. Sedim 3,204,582.87 307,069.40

Low Loaded Activated Sludge w/o de-N+Sec. 3,931,355.26 393,135.53

13 Sedim
14 Low Loaded Activated Sludge w/ de-N+Sec. Sedim | 4:133,850.86 413,385.09
15 Trickling Filter + Secondary Sedimentation 3,621,916.76 263,493.27
16 Rotating Biological Contactor 3,314,275.54 564,452.32
17 Submerged Aerated Filter 7,368,699.56 564,452.32
18 Stabilization Pond: Aerobic 1,269,742.19 49,181.38
19 Stabilization Pond: Aerated 316,977.83 49,181.38
20 Stabilization Pond: Facultative 1,591,514.86 49,181.38
21 Constructed wetland: Free-Water-Surface Flow 266,949.83 102,602.39

15




22 Constructed wetland: Subsurface Water Flow 29,920.00 102,602.39
23 Membrane bioreactor 6,667,503.70 0.19

24 Excess Biological Phosphorus Removal 148,360.09 8,891.60
25 Phosphorus Precipitation 38,744.81 18,200.00
26 Filtration over fine porous media 311,069.46 31,980.83
27 Surface filtration 475,030.73 71,254.61
28 Micro filtration 1,187,432.09 11,200.00
29 Ultra filtration 1,187,432.09 11,200.00
30 Nano filtration 1,966,531.66 15,400.00
31 Reverse osmosis 1,966,531.66 14,560.00
32 Granular Activated Carbon 2,126,618.59 376,216.10
33 Powdered Activated Carbon 4,895.03 21,000.00
34 lon exchange 1,066,000.00 110,240.00
35 Advanced oxidation -UV/O3 505,189.34 21,000.00
36 Advanced oxidation -UV/H202 505,189.34 21,000.00
37 Soil Aquifer Treatment 7,840.00 17,500.00
38 Maturation pond 352,625.96 34,039.15
39 Constructed wetland - polishing 58,000,000.00 | 25,000,000.00
40 Flocculation 58,219.15 4,152.29
41 Ozone 1,721,631.30 131,231.97
42 Paracetic acid 1,225,324.20 42,000.00
43 Chlorine dioxide 1,225,324.20 107,647.23
44 Chlorine gas 1,225,324.20 154,847.23
45 Ultraviolet radiation 479,638.61 25,200.00

Table 3.3: System Configuration which is used to calculate the costs in Table 3.2

Parameter Description Value
Qavg (m*/day) Average flow 9.500
Qpday (m*/hr) Peak daily flow 950
Qdwf (m*/day) Dry weather flow 8,075

PE Serviced area population equivalents | 26,000

A (hectare) Process area 1,000

Vann (m®/year) Annually processed volume 140,000
r (%) discount rate 0.06
n (years) Life time 25
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Beside the cost data, formulating the optimization model requires information on the other
components of the system, specifically the technological options which are feasible in the
treatment train. As such, our knowledge database includes a set of rules that preclude certain
combinations of processes in the treatment train or enforce a certain sequence. These rules are
necessary to ascertain formation of treatment trains that are generally accepted in engineering
practice and/or to impose specific preferences by the designer for combinations of treatment
processes. The rules are inserted into the knowledge database to identify feasible and practical
treatment trains that meet all assembly rules specified by the user. These rules are shown in Table
3.4. In each column the 1's represent the technologies which can come after the technology
corresponding to this column. For example, the 1 in the second column and the fourth row
indicates that Coarse Screening may come after Bar Screening. The 1's in the rows of Table 3.4
correspond to technologies that can precede the technology of corresponding row. For example,
the second row (i.e. Bar Screening), has a single entry 1 in the first column (i.e. None) indicates
that Bar Screening must be at the beginning of the treatment train. The O's in the rows of Table
3.4 correspond to technologies that cannot precede the technology of corresponding row. For
example, the fifth row (i.e. Fine Screen), cannot start the treatment train or precede the three first

technologies.
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Table 3.4: The Assembly Rules
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3.1.2. Conceptual Model

In this Section we formulate a conceptual optimization model which covers wastewater treatment
technology and wastewater reuse. The conceptual optimization model identifies: possible
objective functions to be optimized, decision variables, data needs, and constraints on the

physical, chemical, biological and operational processes.
3.1.2.1. Objective Function

The objective function is total cost minimization: capital and O&M costs of building a treatment
train. Other costs, such as economic losses and/or environmental problems which may arise
because of using low quality water, can be incorporated in the model by using effluent dependent

damage functions.
3.1.2.2. Constraints

Physical, technological and operational constraints for the selection of the treatment train are
incorporated within the knowledge database by the assembly rules matrix in Table 3.4. Other
physical constraints for the treatment process are given as quality constraints by the performance
and the cost functions which are given in the knowledge database (Figure 3.1). More operation
constraints are also imposed on the effluent quality, that is, the effluent quality must be below

predetermined standards.
3.1.2.3. Decision Variables

The main decision is selection of a subset of technologies from a “bank™ of given treatment
technologies. Mathematically, the selection decision could be represented in various ways; each
gives a different definition for the decision variables. Section 3.1.3 presents two formulations,
one uses binary variables which take values 0-1 and the other uses integer variables in the range
of the technologies' ID.

Beside the selection decision, there is a need for variables to define the ten water quality
parameters considered in the problem. That is, for each selected technology 20 variables are

needed to represent the water quality before and after the treatment technology is used.

While the quality variables themselves could be considered as decision variables in the problem,

it is possible to extract them from the optimization problem if equality constraints are utilized.
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That is, we can define the quality variables as dependent variables. As such, we define two types

of variables:

1. Independent variables — Their values will be determined by the optimization (search)
algorithm. The user provides an initial (guessed) value as input; it is modified iteratively
by the algorithm in the direction of improving the value of the overall objective function.

2. Dependent variables — The values that are a function of the independent variables, and
thus the optimization solver does not deal explicitly with their value; this reduces the

search space for the optimization problem.

Following this conceptual model, we formulated two different optimization models for the
problem: 1) Five-Stages Model; 2) Unlimited Stages Model.

3.1.3. Five-Stages Model

In this Section we developed and tested an optimization model that selects the treatment
processes which are to be included in a treatment train of five stages (components) of an effluent
stream which has a given stream size, inflow quality parameters and the required maximum

levels of these parameters in the effluent from the system.

These five stages of the treatment train correspond to the five categories of technologies which
are given in Table 3.1. That is, the problem is to select one technology from each of the five
categories: 1) Preliminary treatment; 2) Primary treatment; 3) Secondary treatment; 4) Tertiary
treatment; 5) Disinfection. The optimization model selects these five technologies to construct a
train of length five that is optimal with respect to the total capital, O&M and damage costs.
Selecting the technologies is done in specific order in which stage 1 is for preliminary, stage 2 is
for Primary, and so on. The technologies selection is also under assembly rules constraints as
detailed in the knowledge database (Table 3.4).
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3.1.3.1. Formulation using binary variables

Mathematically, the technologies selection problem could be formulated in various ways. Here

we consider the formulation using binary variablesy,, j=1..44, one variable for each of the

technologies in the knowledge database which represents whether the technology is inside the

train (y; =1) or not (y; =0). Equation (3.3) presents the optimization problem with binary

variables. In Equation (3.3), the first constraint defines the total cost, the second defines the

capital cost and the third constraint defines the O&M costs. Since the variables y; are binary,

these constraints guarantee that only the costs of the selected technology are added.

The fourth constraint states that only one technology from each category can be selected and the
fifth constraint represents the assembly rules as defined in Table 3.4. The sixth constraint defines
the selected technology ID for each stage. The seventh constraint defines the outgoing water
quality for the selected technology in each stage. The eighth constraint defines the water quality

standards while the last constraint limits the variables to be binary.

Min TC
Subject to
TC = CCCapitaI +CCo&M

Capital __ - Capital
cC =2.Y;-CC;
j=1

o&aM _ V- 0&M
ccosM =3y .cC
=1

G(y,;) =0 (3.3)
F(y,)=0

T, = 9,(Yy) vs=1..,NS

WQ! = f, (WQL,) vk =1..,10 ¥s=1,.. NS

WQys =WQy,, vk =1,...,10

y; ={0,1} Vj=1,..,NT

capital 0&M
C C

where, TC is total cost, C is capital cost, C is operation and maintenance cost, NT

is number of technologies, y; binary variable presenting a selected technology, Ns is number of
stage, G(Y,;) represent a constraint for one selected technology for each stage, F(y,;)represent
the assembly rules constraints, T are the selected technology for each stage (s), WQ!is water

quality for stage k and technology s, f, is the performance function of technology T, .
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3.1.3.2. Formulation using integer variables

As can be seen in the previous formulation the binary variables formulation has a large search
space of 2* while a large portion of this domain is infeasible according to the constraint
G(yy;) =0which limits the number of technologies in each stage to one. It is possible to formulate
a more efficient mathematical formulation by only exploring practically feasible options in the
optimization domain rather than exploring the entire search domain, which consists of 2*
options. The new formulation utilizes Lagrange coefficients, an idea that we adapted from the

field of discrete mathematics, to significantly reduce the search space of the model. The new
formulation can reduce the computation time form O(2"") to O(NT®) where, NT is the number

of technologies.

Equation (3.4) presents the optimization model based of this new formulation. The decision
variables in this model are the integer variablesT,, vs=1..5 for each of the five stages in the
train. Each integer variable range is defined by the available technology for the corresponding

stage as defined in Table 3.1. For example, the range of T, which correspond to the preliminary

stage is four, since there are four available technologies for this stage as shown in Table 3.1. The
product terms in the second and the third constraints are Lagrange coefficients which guarantee

that only the costs of the selected technology are added. Note that unlike the binary formulation,
the constraint T, =g,(y,;) is not required in the new formulation, since the variables T are the

independent decision variables of the optimization problem as shown in Equation (3.4).
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Min TC
Subject to
TC — CCcapital +CCO&M
NT,
[T -
| NS NT; =l |
Capita 1+ Capita
ceo =3 3 ()

= TG-D

i#]

1. -i)

0&M __ SR :zlj 0o&M
CCo*M =3 > (F7—C") (3.4)
i [ (R
)
F(T,)=0
WQ! = f; (WQL,) vk =1,..,10 Vs=1,...,NS
WQ), >WQ/ vk =1,..,,10
T, e{L2,..,NT} Vs=1,..,NS

where, NT; is the number of technologies available at stage s, F(T.)represents the assembly

rules constraints.

3.1.3.3. Hlustrative example for the integer formulation

For demonstration purposes let us consider the integer variables based formulation in Equation
(3.4) for a two-stage treatment train as shown in Figure 3.2. Assume we have two stages of
treatment: Preliminary and Primary treatment, where at each stage there are two candidate

technologies:

1. Preliminary: (a) Bar Screen, or (b) Grit Chamber

2. Primary: (a) Fine Screen, or (b) Sedimentation w/o Coagulant

Preliminary Primary |———>

Figure 3.2 - Example of two stage treatment train
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For the sake of this example let us assume that we only consider optimization of the capital cost.
The optimization model for selecting the technologies for the two stages is given in Equation
(3.5).

Min CC

Subject to

CC=CC,, +CC,, (3.5)
-2 T -1

CC _ (Tprel )CC ( prel )CC

prel — W prel 1 W prel 2

_ (rprim - 2) 4 (rprim _1) cc

CC,.,=————CC_, R L :
prim (1_ 2) prim,1 (2 _1) prim,2

Where, T, is a binary technology selection coefficient with values {1,2} for the preliminary
stage; CC,,,is capital cost of technology 1 in preliminary stage; CC,,, is capital cost of
technology 2 in preliminary stage; T, is a binary selection coefficient with values {1,2} for the
primary stage; CC,., is capital cost of technology 1 in primary stage; CC .. ,is capital cost of

technology 2 in primary stage.

The costs functions for these technologies as listed in the knowledge database are given in Table

3.5. These capital costs are obtained from Appendix A in Joksimovi¢ (2006).

Table 3.5: Relationships for capital cost

Category ID Technology Capital Cost ($)
1 Bar Screen 11035Q;,,*
Preliminary Grit Chamber 20320Q74%°
1 Fine Screen 42280Qg-e4a7kg3
Primary 2 Sedimentation w/o 13667QC51
Coagulant

If we consider a problem with Q. =400(m’/hr) andQ,, =4000(m*/day), we obtain numerical

values for the capital cost of each technology for each stage as shown in Table 3.6. Using these

numerical values of the capital costs we obtain the optimization model in Equation (3.6).
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Min CC

Subject to
CcC=CC,, +CC,..
-2 T oo =1
el = Tra ~2) p39755+ ot 1 pgg134 (3.6)
(1-2) (2-1) -
=2 —

i = (o =2) 716068+ Tom 2155683

P (1-2) (2-1)
Toa €{L2}
Tprim € {11 2}

where, T, and T,, are integer variables that determine the selection between the alternative

technologies for each stage, and thus fix the configuration of the treatment train. In this example,
the problem results in four feasible configurations [1, 1], [1, 2], [2, 1] and [2, 2], and the optimal

one (i.e. the least cost) is selected according to the value of the objective function.

Table 3.6: Numerical values for the capital cost

Category ID Technology/ symbol Capital Cost ($)
orelimi 1 Bar Screen (CC,,) 239,723
reliminary | — Grit Chamber (CC_, ,) 288,134
_ 1 Fine Screen (CC ;1) 746,968
Primary - - 5
2 | Sedimentation (CC,;,,) 1,522,683

3.1.4. Optimization Solver

To solve the optimization problem in Equation (3.4), we used Matlab’s Genetic Algorithm (GA)
solver for searching the decision domain. We used the GA solver without explicitly adding the
constraints in the solver. Instead, we have added the constraints through a penalty function that

converts the problem to an unconstrained optimization problem as shown in Equation (3.7).

mxin[cost(x) +P-max(g(x),0) | (3.7)

where X is the decision variables vector, g(x) is the left hand side of the constraints of the type

0(x)<0 and P is a penalty factor.

The penalty function includes infeasibilities in the technology sequence in stages of the treatment

train. For example, if technology B in stage 2 is not valid after technology A of stage 1, then the
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penalty factor, P, is set high enough when this combination is being considered, as compared to

the real cost values, such that this technology combination is excluded.

GA is a black-box optimization solver, in the sense that it does not require any information
regarding the mathematical properties of the problem. For the GA to communicate with the
mathematical model, it only requires the definition of an evaluation function as shown in Figure
3.3. GA suggests different values for the decision vector while the evaluation function returns the
scores (i.e. cost plus penalty) of these solutions. The GA uses operators such as crossover and
mutations, based on the obtained scores, to create a “better” set of solutions for the problem. This
search process continues until a convergence criterion is met or a maximum specified number of

iterations are reached.

Y

Model

GA ;
Evaluation

A

Cost(X) + Penalty(X)

Figure 3.3 - GA search process

3.1.5. Testing the Five-Stages Model

Following the development of the knowledge database and the mathematical model in Equation
(3.4), we tested the Five-Stages Model under various conditions to check its validity and to
investigate its performance under different conditions. The first (trivial) experiment was to set all
the effluent quality parameters required at the end of the treatment train to very high
concentration values, in fact higher concentrations than the inflow levels. As expected, under this
condition the model chose not to build the treatment train at all. This also yields the minimum

total annual cost solution, i.e. zero, and results in untreated effluent.
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3.1.5.1. Base Run

Next, we considered the design of a wastewater treatment plant with capacity of 9,500 (m3/d) and
influent quality as listed in the first row of Table 3.7. The problem parameters are given in Table
3.3 and the costs data is given in Table 3.2.

The reclaimed effluent at the end of the treatment train must meet the effluent quality levels listed
in the last row of Table 3.7. The minimum cost solution under these conditions was determined
by running the model and yielded the following optimal treatment train which is also listed as the
first column in Table 3.7: 1) Bar Screen, 2) Dissolved Air Flotation (DAF) with Coagulant, 3)
Stabilization Pond: Aerated, 4) Reverse Osmoses, 5) No disinfection process is selected in this

optimal configuration.

Table 3.7 presents the water quality at the end of each stage in the treatment train. The influent
wastewater data is approximated and assumed data that does not purport to represent an actual
wastewater plant data. The influent and required effluent data will have to be stated by the user.
For each water quality parameter, the bold number denotes the stage in which the required final
effluent water quality level is already attained or exceeded. For example the Aerated Stabilization

Pond already achieves the required quality of TSS, BOD and TN.

Table 3.7: Solution of the Base Run: influent secondary wastewater quality and output tertiary
effluent quality after the selected technologies in each of the five stages

Selected Turb TSS BOD | COD TN TP FC INEggs
Technology (NTU) | (mg/L) | (mg/L) | (mg/L) | (mg/L) | (mg/L) | (#/100 ML) | (#/100 ML)
Influent
wastewater 225.0 155.0 | 133.0 | 600.0 19.0 4.0 1000000.0 800.0
quality
Bar Screen 225.0 155.0 | 129.7 | 591.0 19.0 4.0 1000000.0 800.0
DAF w/
Coagulant 67.5 46.5 64.8 295.5 16.2 0.8 316.2 0.1
Stabilization
Pond: Aerated 20.3 9.0 8.1 103.4 8.5 0.4 77.2 0.0
Reverse Osmoses 8.1 0.1 45 10.3 4.2 0.0 0.0 0.0
No Disinfection 8.1 0.1 45 10.3 4.2 0.0 0.0 0.0
Required 10.0 100 | 100 | 700 | 100 0.2 10000.0 0.1
effluent quality
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3.1.5.2. Sensitivity Analysis (SA)
The Effect of Plant Capacity

The first SA examines the change in the optimal treatment train and the optimal annual costs
under different plant capacities, given water quality requirements in Table 3.7. Figure 3.4
presents the change in the treatment train as a function of plant capacity, for the range between
1,000 and 10,000 (m*/day). The y-axis presents the sub-1D of the technology for each stage of the
treatment plant as detailed in Table 3.1. For example we can see that for all capacities in this
range, Bar Screen is selected in the preliminary phase (Technology ID=2 in preliminary stage,
blue line).

Figure 3.4 shows that two treatment trains are optimal for the all capacities considered in the
analysis. These two trains only differ in the tertiary treatment, beyond the 2000 (m*/day) the
selected technology is Microfiltration (ID=4) while below 2000 (m®/day) the selected technology

is Reverse Osmosis (ID=7).

Figure 3.5 presents the change in the annual capital and O&M costs as a function of the plant
capacity. The results show that the total, the capital and the O&M costs are increasing with the
capacity. The results also show that the O&M cost becomes more significant (as a portion of the

capital cost) when large capacity is considered.
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Primary
Secondary
Tertiary
Disinfection ||
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w
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Figure 3.4 - Optimal treatment trains for different plant capacities
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Figure 3.5 - Optimal annual cost of the treatment train as a function of plant capacity (Red =
capital cost, Blue = O&M cost)

Sensitivity to Values of Various Quality Requirements in the Final Effluent

We next performed Sensitivity Analyses of the model performance for a plant capacity of 9,500
(m*/day) under various requirements for final effluent quality, as listed in Table 3.8.

Table 3.8: Final effluent maximum quality standards for 4 SA runs

SARun | Turb [ TSS [ BOD [ cOD | TN TP FC INEggs
(NTU) | (mg/L) | (mg/L) | (mg/L) | (mg/L) | (mg/L) | (#/100 ML) | (#/100 ML)

1 50 50 50 50 50 50 10,000 50

2 50 50 50 50 50 50 10,000 50

3 10 10 10 70 10 4 10,000 0.1

4 10 10 100 70 10 0.2 10,000 0.1

Sensitivity Analysis 2 and 3 explore the change in the solution as a result of changing the BOD
and the TP at the end of the treatment plant, respectively. Figure 3.6 presents the optimal
treatment train obtained for different levels of BOD and Figure 3.7 shows the change in the
capital and O&M costs. As shown in Figure 3.6, three different treatment trains are obtained for
changing levels of BOD; these trains differ in the secondary and the tertiary stages. For example,
when maximum allowed BOD level is 40 (mg/lit) the selected tertiary technology is 4 which
corresponds to Micro Filtration according to Table 3.1, but when maximum allowed BOD level is
100 (mg/lit) then the selected tertiary technology is 14 which corresponds to Maturation pond
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treatment. Figure 3.7 shows that the total cost of the train is decreasing when the maximum
allowed BOD increases. It is expected that the cost decreases when the water quality standards

are lowered.
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Figure 3.6 - Optimal treatment trains in Sensitivity Analysis 2: The effect of change in the
required final BOD (mg/L)
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Figure 3.7 - Optimal capital (red) and O&M (blue) costs in Sensitivity Analysis 2
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Similar to the previous analysis, Figure 3.8 and 3.9 present the optimal treatment train and the
costs for different levels of TP, respectively. The results show that only two optimal treatment
trains exist for changing TP, these two trains only differs by the tertiary treatment. The first is
using Reverse Osmosis when TP values are below 0.2 mg per liter and the second is using
Microfiltration when TP is higher than 0.2 mg per liter. Figure 3.9 shows that the total cost of the
train is decreasing when the maximum allowed TP increases. That is when the water quality
standards are lowered, the total cost of the train is decreased.
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Figure 3.8 - Optimal treatment train in Sensitivity Analysis 3: The effect of change in the
required final TP (mg/L)
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Figure 3.9 - Optimal annual capital (red) and O&M (blue) costs versus required TP (mg/L) of the
final effluent.

Organic matter present in secondary effluents can cause membrane fouling during Reverse
Osmosis in tertiary treatment. To prevent this, one can constrain the BOD in the secondary phase
to a predetermined maximum level. Sensitivity Analysis 4 examines the impact of different BOD
levels in the secondary effluent on the treatment train. Figure 3.10 shows the optimal treatment
train when changing the BOD level of the incoming secondary effluent. The results show that the
optimal treatment train is sensitive to the BOD level of the secondary effluent, especially when
the BOD requirement is below 10 mg per liter; three different treatment trains where obtained

within this range.
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Figure 3.10 - Optimal treatment trains in Sensitivity Analysis 4.

3.1.6. Unlimited-Stages Model

In this Section we develop a treatment design optimization model with unlimited number of
stages. Unlike the Five-Stages Model which consists of selecting an optimal technology for each
of the five stages in the train: 1) Preliminary treatment; 2) Primary treatment; 3) Secondary
treatment; 4) Tertiary treatment; 5) Disinfection, in this model we consider unlimited treatment
train without an a-priori fixed number of stages. This change allows the model to choose any
available technology consistent with the treatment train synthesis rules and thus facilitating a
more generic representation of the treatment train combinations. Equation (3.8) presents the
optimization model for the unlimited stage model. Compared to Equation (3.4) which present the

Five-stages Model, in the new model we have the number of the stages, NS, as a decision
variable. Moreover, the technologies decision variables,T,, ws=1...NS are integer variables

with the range of the entire technologies set (i.e. 44) as opposed to a range which is defined by

the available technology for the corresponding stage in the Five-stages Model.
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WQ! = f, (WQL,) vk =1..10 Vs =1..NS
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DC = DC*WQ\;)
k=1
3.8
T.e{l,2,..,NT} vs=1..NS (3.8)

where DC is damage cost, pck is damage cost for quality parameter k.

A new feature of the unlimited stages model is that we added damage cost function to the other
cost components of capital costs and O&M costs as can be seen in the second-to-last constraint of
Equation (3.8). Damage cost is a function of the quality parameters, so we have ten damage
functions. They represent the cost of damage to soil, water and the enrolment. Each function is
defined as a piecewise linear function with three segments (four points), and indicates the damage
cost when using effluents with specific quality. Figure 3.11 shows the damage cost for salinity.
This damage function could be a representation of how the salinity affects the yield, for example.
The x-axis is the salinity concentration, and the maximal concentration is the influent salinity
concentration; the y-axis is the damage cost, measured as ($) or (m*/day). The concentration of
salinity does not affect the yield up to a certain level, and then the damage to the yield grows
exponentially. Each quality parameter can have a different effect on the damage cost function,
thus similar cost functions (as in Figure 3.11) have to be defined for each of the ten quality
parameters in the system, and these functions are part of the knowledge database (see User

Manual, Appendix 1).
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Figure 3.11 - The damage cost function as a function of salinity concentrations

3.1.7. Testing the Unlimited-Stages Model

The optimization is designed to select the technologies of the treatment train such that the overall
cost of capital, present value of O&M, and damage costs of the entire treatment train is
minimized. It uses a Genetic Algorithm (GA) by invoking this algorithm as explained in the User

Manual, Appendix 1.

We tested the model under various conditions to check its validity and to investigate its
performance under different conditions. The first experiment was to set all the required
concentrations of the wastewater quality parameters at the end of the treatment train to very high
level, in fact higher than the inflow level, which means that no treatment at all is required and the
treatment train is merely a "flow through". As expected, under this condition the model chose not
to build the treatment train at all. This also yields the minimum total cost of zero and results in

effluent quality = influent quality for all quality parameters.
3.1.7.1. Base Run

Next, we considered the design of a wastewater treatment plant with capacity of 9,500 (m3/d) and
influent quality as listed in the first row of Table 3.9. The problem parameters are given in Table

3.3 and the costs data is given in Table 3.2.
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The effluent at the end of the treatment train must meet the predetermined effluent quality levels
listed on the last line of Table 3.9. The minimum cost solution under these conditions was
determined by running the model, which yielded the following optimal treatment train, also listed
in the first column of Table 3.9: 1) None, 2) Stabilization Pond: Anaerobic, 3) Phosphorus

Precipitation, 4) Filtration over fine porous media, 5) Advanced oxidation UV/H,0O,, 6) Soil

Aquifer Treatment, 7) Filtration over fine porous media, 8) Ultra-Filtration 9) Soil Aquifer
Treatment, are selected in this optimal configuration. Table 3.9 presents the wastewater quality at
the end of each stage in the treatment train. For each wastewater quality parameter, the bold
number denotes the stage in which the required final effluent quality level is already attained or
exceeded. In Figure 3.12 and 3.13, we can see how the GA optimization method is searching for
the optimal solution. Figure 3.12 shows the search process in the infeasible region (points with
high penalty as observed on the y-axis with value of magnitude 1e+20). Figure 3.13 shows the
improvement of the objective function when starting the GA from a feasible solution.
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Table 3.9: Solution of the Base Run: influent secondary wastewater quality and output tertiary
effluent quality after the selected technologies in each of the 8 stages

Selected Technolo Turb | TSS | BOD | coD | TN TP FC INEggs
W 1 (NTU) | (mg/L) | (mg/L) | (mg/L) | (mg/L) | (mg/L) | (#/100 ML) | (#/100 ML)
Influent wastewater | o,c 5 | 1550 | 1330 | 6000 | 19.0 | 40 | 1000000.0 800.0
quality
Stage Effluent quality at the exit from each stage
1 None 225.0 | 1550 | 133.0 | 600.0 | 19.0 | 4.0 1000000.0 800.0
2 Stabilization Pond: | 75 |\ 394 | 422 | 2550 | 9.9 37 | 2442599 90.4
Anaerobic
3 Ff’ hosphorus 675 | 31.0 | 422 | 2550 | 99 3.7 244259.9 90.4
reC|p|tat|on
4 | Filration overfine | 1/, | g5 | 553 | 1504 | 99 2.4 61065.0 90.4
porous media
5 Advanced oxidation
UV/H.0, 1.4 9.3 13 15.9 9.9 2.4 1526.6 23
6 Soil Aquifer
Treatrent 007 | 005 | 004 | 22 11 0.05 0.05 23
7 Filtration over fine
porous media 001 | 001 | 003 13 11 0.03 0.01 23
8 Ultra-Filtration 0.0 00 | 0005 | 05 1.0 0.02 0.0 0.0
9 Soil Aquifer 00 | 00 | 00 | 008 | 01 | 00 0.0 0.0
Treatment
Required effluent | 54 | 990 | 100 | 700 | 100 | 02 10000.0 0.1
quality
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Figure 3.12 - Value of the objective function in the infeasible region during the search of GA
optimization method
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Figure 3.13 - Value of the objective function in the feasible region during the search of GA
optimization method
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3.1.7.2. Sensitivity Analysis (SA)
The Effect of various Damage Cost Functions

Here we examine how the damage cost function of the quality parameter, BOD, affects the
optimal treatment train. We considered four different damage cost functions given in Figure 3.14
and Tables 3.10 and 3.11. In Figure 3.15, we can see how the optimal treatment train changes
while we change the damage cost function of the BOD. For SA_D, we can see the decreasing
BOD concentration among the treatment train technologies in Figure 3.16. Figure 3.16, shows
that the major BOD reduction is obtained with the first technologies in the treatment train. For
each of the ten quality parameters, we expect a reduction in the concentration. In Figure 3.14, we

can see that the higher the concentration of BOD is the higher the damage cost.

Figure 3.15 shows that technology number 2 (i.e. High loaded Activated Sludge + Sec. Sedim) is
chosen to be the same technology for all the runs despite the differences in the damage cost. The
selected technology is known for its high efficiency in BOD removal. Selecting the rest of
technologies is based on least O&M and capital costs, besides the damage cost. Yet, in Figure
3.15, we can see that the chosen treatment train technologies for SA_D is different from the
other technologies chosen for the other SAs, after stage 2 none of scenarios resulted in the same
technologies obtained in SA_D (unlike SA_B and SA_C which share a lot of technologies). We

can see that most the technologies chosen for SA_D are based on filtration.

In Figure 3.16, we can see that within the technologies of SA_D, we can get almost zero
concentration of BOD at the end of the treatment train technologies. This high BOD removal is
obtained within the first five stages with the highest removal coming from the first stage
technology (i.e. Bar Screen). This indicates that when this technology is available one should use

it, to achieve lower soil damage that would result from high BOD concentration.
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Figure 3.14 - Damage cost functions as function of BOD concentration

Table 3.10: The Data for damage cost functions as BOD concentration

Parameter Name | BOD (mg/L)
Point 1 0
Point 2 70
Point 3 100
Point 4 133

Table 3.11: Damage Cost Data for four different Sensitivity Analysis (SA) runs

Parameter Name / SA Run SAA|SAB |sac | SAD
Damage @ Point 1 0 50 75 270
Damage @ Point 2 0 60 100 330
Damage @ Point 3 0 80 160 380
Damage @ Point 4 0 150 260 450
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3.1.8. The DSS Program

The mathematical models developed in this work were coded using the MATLAB programming
language. To facilitate the use of our models for non-programmers end-users we built an Excel-
based interface for inputting the model data and outputting the results. The optimization model is
a central component in the computer system that also includes ancillary programs for receiving
and handling input data and for casting the results (the output) of the optimization in forms and

formats that support decision-making. The following Appendices are part of this thesis:

1.1. "User's Manual: DSS for Optimal Treatment Design".
1.2. "DSS setup files.zip™: Install files for running the optimization model.

3.2. Regional Planning Model of Wastewater Treatment System

The main focus of this work was to develop the treatment train optimal design DSS described is
Section 3.1. As a secondary product of this thesis, and building on the treatment train
optimization model, we have also developed a regional planning model of wastewater and
effluent transport and storage system, as laid out in Figure 3.17. The layout shows all potential
components of the system. "Potential” means that the optimization will select which of the
facilities shown will be selected, with their sizes, while others will not appear in the optimal

solution (their size will be zero).

Gravitational pipelines

WWTP

Reservoir

Consumer

Figure 3.17 - The potential layout problem
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The model consists of Waste Water Treatment Plants (WWTPs), gravitational pipes (in blue)
that carry wastewater from the sources to WWTPs which treat the wastewater, pumped pipes
carrying treated wastewater (effluents, in red) from the WWTPs, and reservoirs (in green) as
presented in Figure 3.17. The system is to operate over three sequential seasons and the decision
problem includes finding the optimal layout of the system, the optimal design (i.e. sizing of the
different components) and the seasonal flows, such that the total capital and operation cost is
minimized, subject to physical, technological and operational constraints.

3.2.1. Model Outline

The model is divided into two problems, the layout selection problem and the design problem.
The layout selection problem is about finding which components, out of the potential components
shown in Figure 3.17, should be present in the optimal solution. As such, one may think of the
decision variables in the layout decision problem as binary variables indicating whether the

component is “on” or “off”.

The design problem is about finding the optimal sizing for the selected components in the layout
problem and determining the sizing of the different components, which requires calculating the
flows in the system over time. This is because the flow in the network is a function of the
selected layout and sizing of its components. For example, to determine the reservoir size the
flow in the system must be determined along time, and to determine the size of the pipes the
maximum flow over the entire operation time must be determined. For this purpose the selected
layout is considered in the three successive seasons to determine the operational flows if this
layout is to be chosen. The representation of the operation in these three seasons is given in
Figure 3.18, from left to right. The arrows outgoing from the reservoirs are the transitions of
storage in the reservoirs at the end of one time period to make them the initial storage in the next
time period. The arrows emerging from the reservoirs at t=3 are the final values at the end of the
planning horizon. The representation in Figure 3.18 is defined as a "space-time" network of the
system since it depicts both the flows in the different components (i.e. space) and the transition of

storage between seasons (i.e. time).

In the system shown in Figure 3.18, there is one wastewater source (i.e. a city) which is at nodes
1, 9 and 17. These three nodes represent the same city but in different seasons. For example, node
9 receives the wastewater flow from the city to the network in season 2. Also, we consider one
consumer of reclaimed water, which is located at nodes 8, 16 and 24 in the three seasons.
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Figure 3.18 — The space-time network

Figure 3.18 has eight spatial nodes, nodes 1-4 represent predefined potential locations where a
WWTP can be built, while nodes 5-8 represent predefined potential locations where reservoirs
can be built. Wastewater sources could feed nodes 1-4 while consumers are supplied from nodes
5-8. In our example, for period 1, the wastewater comes from one city at node 4 and one
consumer is located at node 8. In terms of the connectivity between the eight predefined
locations, consider four potential gravitational pipes which convey wastewater; these pipes are
represented by links 1-4. In Figure 3.18, blue links are for sewage and red are for effluent (after
treatment) conveyors. Note that the inflow and outflow links of the WWTPs are given two colors,

because they convert the sewage into reclaimed water.

In the layout problem the optimal solution will determine which of these pipes should be present
in the optimal plan of the network. Wastewater flows through WWTP which are represented by
four links 5-8. There are four WWTP's which are associated with the four nodes. That is, if a
WWTP is to be built at node 1, then link 5 will be activated, indicating that this WWTP is to be

built in the final layout and it will deliver effluent from node 1 to node 5.

As indicated earlier, nodes 5-8 are predefined location where reservoir could be built. These

locations are connected with four potential pipes which convey effluents; these pipes are
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represented by links 9-12. Effluents can be stored from one season to the next; this is represented
by considering four potential reservoirs which are represented by four links 13-16. For example,
if a reservoir is to be built at node 7 then link 16 will be active in the layout optimal solution.

In Figure 3.18, wastewater and effluents can flow only in the direction of the arrows; that is a
restriction over the decision on the direction of the flow in the layout problem. It is noteworthy
that this restriction can be relaxed by considering two parallel links, with opposite directions, for
each pipe in the system. The restriction of the direction done for two reasons: 1) to ease the
demonstration of the example; 2) in real-life when the locations are predefined, it is often easy to

determine what the flow direction in the pipe is.
The Decision Problem of Design and Operation

The decision problem is divided into two groups: the design/layout part and the operation part.
The decision problem of the layout is about choosing the components which should be in the
optimal solution such as pipes, WWTP and reservoirs. The design problem is about determining
the optimal sizing of all components, considering the capital and the operation cost subject to

constraints.

It is possible to distinguish between the layout and the design problems by considering binary
decision variables which indicates whether the component is part of the solution or not. Herein,
we follow a different approach in which considering the layout problem to be part of the design
problem, by requiring the size of components to be greater than a very small value (“epsilon™) in
the design stage. That is, instead of having a [0,1] binary variable which indicates that the
component is present in the optimal solution or not, we require a lower bound of “close-to-zero”
as an option in the sizing problem. The small lower bound (but not zero) avoids numerical
difficulties in running the optimization algorithm. If a component takes on this value in the

solution this indicates that it is zero (i.e. eliminated) in the solution.

There are several advantages to merging the design and the layout problems, among them: 1) a
substantial reduction in the size of the optimization problem; 2) there is no need to change the
graph representation during the solution process, that is no links are deleted from the graph, all
links always exist, but inactive ones have size zero. This second advantage facilitates a
straightforward formulation and prevents numerical problems which may occur if the other

approach is considered in which binary variables are considered to deactivate components.
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Hence, after merging the layout and design problem, we are left with the design problem. In the
design problem we need to determine the optimal sizing considering the capital and the operation
cost subject to constraints. That is, we need to decide on the optimal diameter for gravitational
and pumped pipelines, WWTPs and reservoirs volumes. Sizing the gravitational and pumped
pipelines, WWTPs and reservoirs volumes depends on the input flows over the three seasons,

taking into consideration the capital and operation costs subject to constraints.

The problem of optimal technology selection within the WWTPs was covered in the models
developed in Section 3.1. As such, to complete the optimal design problem for the network we
need a model that is able to find the sizing of the network components in conjunction to finding

the optimal treatment train in the WWTPs.

3.2.2. Model Components

Decision Variables

The decision variables in the problem consist of 68 decision variables, 44 design variables and 24
operational variables. The 44 design variables are: 4 variables for diameters of gravitational
pipelines, 4 variables for the diameters of the pressurized pipelines, and 36 treatment variables
for the selection of the treatment train technologies in the four potential WWTPs (9 variables for
each of the four potential WWTPs as required by the model in Equation 3.7). These 44 decision
variables determine the design of the network and thus they are selected once for the three

Seasons.

The 44 design variables are of discreet nature, where the diameter variables are integers in the
range of 1 to 9 to represent the selection of the diameter from a set of 9 possible diameters which
we define in the knowledge database. The treatment train technology variables are integers with
the range of 1 to 44 to represent the 44 possible technologies as explained in Section 3.1.6. For
example, choosing diameter 1 means that the first diameter found in the list of possible diameters
is chosen, which has been defined as 110 mm in the knowledge database. Similarly, when
choosing technology 13 it means that the treatment "Low Loaded Activated Sludge w/o de-
N+Sec. Sedim™ is a component in the treatment train of a WWTP (see in Table 3.1).
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Beside the 44 design variables, there are 24 operational variables which are the flows in the
network through the three seasons. These are continuous variables with the range of the allowed
flow in the network. The derivation of these variables will be explained in the following
subsection. It is noteworthy that the size of the WWTPs and the size of the reservoirs are
obtained as a function of the flow variables; consequently, there is no need to define the sizes of
the WWTPs and the sizes of reservoirs as independent decision variables. For example, the
reservoir volume is determined as the difference between the maximum volume and the

minimum volume over the three seasons.
Constraints

For this model there are number of constraints, in addition to those described in the treatment
train design models, mostly for designing and the operations of distribution network components,

such as gravitational and pumped pipelines, WWTPs and reservoirs.

An important set of constraints is the water conservation law at the network nodes. To facilitate
the definition of this constraint it is possible to represent the distribution network using graph
theory concepts. The network can be represented as a directed graph consisting of N nodes

connected by M edges. The topology of the network is represented by the incidence matrix A,

where A€ R has a row for each node and a column for each edge. The nonzero elements in
each row are +1 and -1 for incoming and outgoing edges respectively. The incidence matrix of
the network is defined as the M xN matrix as given by Equation (3.9). For example, the three
nodes network shown in Figure 3.19 can be represented by 3X4 incidence matrix as given in
Equation (3.9). As seen in Equation (3.10), the first arc (i.e. column one in the matrix) starts at
node 1 and ends at node 2, and for this we have entries of -1 and +1 at these two nodes,
respectively. The 4th column in the matrix presents the "input” arc to the network and it has only

one positive entry in the first row.

1 If arc j end at node i
Ai=4-1 Ifarcjstartsatnodei, 1<i<m, 1<j<n. (3.9
0 otherwise
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Figure 3.19 - Small example for incidence matrix

10 1 1
A=l1 -1 0 0 (3.10)
0 1 -1 0

Given the definition of the incidence matrix, the linear equation system in Equation (3.11)

ensures the water balance in the network.
A-Q=b (3.11)

where A is the incidence matrix; b is a vector presenting the consumers and the incoming flow,

and Q is a vector of the flows in the network.

The size of incidence matrix for describing the network in Figure 3.18 is Ae RZMS. Since there
are more edges (i.e. columns) than nodes (i.e. rows) in the system (48 compared to 24), it is
possible to extract dependent flow variables from the linear equation system and thus reduce the
number of the flow variables in the model. Specifically, Equation (3.12) defines 24 dependent
flow variables as a function of 24 independent flow variables. As such, instead of having 48

operational flow variables in the optimization model, we will only have 24 independent flow

decision variables denoted as Q,, in Equation (3.12).
QdEp = Al_l ' (b - AZ : Qindep) (312)

where A is a matrix of N independent columns of matrix A, Ajis a matrix of M-N dependent
columns of matrix A; Qs the vector of dependent flow variables, Q. is the vector of

independent decision flows.
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Once the Q,, variables are determined it is possible to define the dependent flow variables by

using Equation (3.12). Other dependent variables are the size of the WWTPs and the size of the
reservoirs, since these are obtained as a function of the flow variables. The size of the WWTP
volume is determined as the sum of the volume in the three seasons while the size of the
reservoirs volume is determined as the difference between the maximum volume and the
minimum volume over the three seasons. When the difference is equal to zero, then there is no

need to build a reservoir, but if it is greater than zero, it means one should be built.

In order to determine the optimal sizing for the gravitational pipelines, constraints such as
maximum and minimum velocity and maximum capacity must be taken into consideration.
Constraints for maximum velocity are for avoiding potential wear and tear due to erosion and
abrasion, while minimum velocity is needed to avoid settling and sedimentation in sewage
pipelines, which occurs in low velocities since the gravitational pipelines carry wastewater. The
maximum capacity of gravitational pipelines is calculated using Manning's equation, Equation
(3.13). Manning's equation is an empirical equation that applies to uniform flow in open channels
and partially full pipe flows as in gravitational pipes. It is a function of the flow velocity, flow

cross-section area and pipe slope.
v=1.R%.3% (3.13)
n

Q=V-A (3.14)

where v - Flow velocity (m/sec); Q - Discharge (m®/sec); A - Cross sectional area of the flow
(m?); N - Manning coefficient, a property of the pipe material; R =A/P- The hydraulic radius (m):
P — Wetted perimeter (m); J - Pipe slope (m/m)

Maximum flow capacity constraint for gravitational pipeline consists of two components, one is
calculated by the Manning equation for the maximum partially full pipe flow which is set to
(2r-h)/2r=0.8 in Figure 3.20, and the second is calculated also by the Manning equation, but
allowed maximum velocity. The maximum flow capacity is determined by the minimum between
these two. Choosing the minimum between the two capacities ensures that the flow is within
maximum velocity constraint and a maximum partially full pipe flow constraint. The flow

capacity for gravitational pipelines is given in Equation (3.15).
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Quc = MaxX(Qr, Qi (3.15)

where Q.. is the flow capacity according to the partially full pipe equation; Q= is the flow

max

capacity according to the maximum velocity restriction. To calculate Q% we use Equation (3.16)
which defines the parameters of Manning’s equation for open channel flow in partially full pipes.

By setting(2r-h)/2r=0.8, we calculate:¢,A,R which are then used in Equation (3.14) to
calculate Q. . To calculate Q'= , we combine Equation (3.16) and Equation (3.13) and we set the

velocity V=V, to obtain one equation with one unknownh . The unknown h is then obtained

by solving the equation numerically. By determining the solution h it will be possible to

calculate Q' .

0=2- arccos(ﬂ)
r

r’.(0—siné)
A=g-r?———— 3.16
z > (3.16)
P=2-7-r-r-6
R=2
P

Partially Full Pipe Flow Parameters
(More Than Half Full)

Figure 3.20 - Partially full pipe flow

len - -
To determine the minimum flow that satisfies the minimum velocity, Qmin , we combine Equation

(3.16) and Equation (3.13) and we set the velocity V=V, to obtain one equation with one
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unknown h. The unknown h is then obtained by solving the equation numerically. By

Vmin
determining the solution h it will be possible to calculate Omin |

For a pumped pipeline the maximum flow capacity is calculated by the Hazen-Williams Formula
given in Equation (3.17), which is valid for water and treated wastewater flowing through

pressurized pipes. The maximum capacity is determined by defining a maximum hydraulic

gradient J,,, which the designer allows in the system.

‘]max CLe %'852
Qe _(1.131-10904‘-87' j (3.1

where J.,is the maximum hydraulic gradient; Q (m®/hr) is the flow; cis Hazen-Williams

coefficient; D (mm) is the diameter.

Non-negative flows constraints are needed in the model. Negative flows, may mean flowing in
the opposite direction, but since the network, as described in Figure 3.18, is a directed network,

changing flow directions is not allowed.

Obijective Function

The objective function is used to drive the solution to minimum cost for the design of the system
network and its operation over the three seasons. The total cost consists of Capital Costs, O&M

Costs, and Energy Costs.

To solve the optimization problem we used a GA solver without explicitly adding the constraints
in the solver. One way for dealing with constraints is using penalties for constraint violation.
Since the optimization is performed by GA, which is a search technique, this does not add
complication to the solution method, as would be the case in an analytical optimization method.
When a constraint is violated in a GA evaluation, a penalty appears in the objective function
whose magnitude is proportional to the amount of violation, multiplied by a penalty parameter.
The penalty function is a method to approximate a constrained problem by an unconstrained
problem structured such that minimization favors satisfaction of the constraints. As such, instead,
we have added the constraints through a penalty function that converts the problem into an

unconstrained optimization problem as shown in Equation (3.18).
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min| cost(x) +P-max(g(x),0) | (3.18)

where X is the decision variables vector, g(x) is the left hand side of the constraints of the type

0(x)<0 and P is a penalty factor.

GA is considered a black-box optimization solver, meaning that it does not require any
information regarding the mathematical properties of the problem. For the GA to communicate
with the mathematical model of the system it only requires the definition of an evaluation
function. GA suggests different values for the decision vector, X, while the evaluation function
returns the scores (i.e. cost plus penalty), F, of these solutions. The GA uses operators such as
crossover and mutations, based on the scores obtained in successive generations, to create a
“better” set of solutions for the problem. This search process continues until a convergence

criterion is met.

For the GA to solve the model we need to define an evaluation function procedure which
calculates the Capital Costs, O&M Costs, Energy Costs, and penalties from constraints violation.
Figure 3.21, presents the objective function evaluation procedure which takes a potential solution,
X, from the GA and returns the scores (i.e. cost plus penalty), F, of this solution.
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Figure 3.21 — The objective function evaluation procedure

The initial vector X is the user input data, used as the first solution of the GA. It contains 68
decision variables of the following types: (1) Diameters of gravitational pipelines; (2) Diameters

of pumped pipelines; (3) Treatment train technologies; (4) The independent flows in the network.

Decision variables of diameters are allowed to have a very small value (close to zero) in all three
seasons, which indicates that this link is not part of the optimal solution and will not be built.
Setting minimum value of a decision variable, and not zero, is to avoid numerical difficulties.
When a decision variable takes on this minimum value it means that the actual value is zero and

the variable is removed from the output.
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Equations for Calculating the Capital and O&M Costs

The following is a description of the equations used in this model for calculating the construction
and maintenance of gravitational and pumped pipelines, and construction of reservoirs. The input
data for the model includes: Sewage supply, Pipeline candidate diameters, Capital cost functions,

O&M cost functions, Elevations of potential locations; Soil type and slope; Length of pipelines.

The capital costs of the WWTP are functions of its volume, which is determined in the

optimization. The other parameters: average flow, Q_ , peak daily flow, Q and dry weather

avg pday '

flow, Q,,, , are calculated as a function of the annual volume. This part was covered in Section

3.1.

Gravitational pipelines capital costs are calculated by Equations (3.22) and (3.23) which are taken
from Brand and Ostfeld (2011) (Most of the equations used in this Section are taken from Brand
and Ostfeld (2011), unless otherwise noted). There are two equations, since it is a function of the
excavation cost and the cost of the pipeline itself, which is a function of the pipeline diameter and
length. The excavation cost is a function of the depth of excavation, soil type, pipeline slope and

the pipeline length.

The excavation depth is calculated in Equation (3.19). The areas for fill/excavation are calculated
by Equations (3.20) and (3.21). Where, Equation (3.20) is for shallow excavation, i.e. H1< 4
meters, and (3.21) is for deep excavation, i.e., H1> 4 meters. The capital costs for a gravitational
pipeline are calculated by Equations (3.22) and (3.23).

H1=(J-J,)-L,-1000 (3.19)
H"]'Z_C;in
Lgec,, + L8 gy HE G ’
AZ Lg Cmin+ 2 (‘] ‘]s) 2(\]_\15) (3 )
C,1=216-D*-L+7-A-L, (3.22)
C =216-D2'26~L+7-M-LW+10~AZ-LW (3.23)
e 2:(3-3,)
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where, J and J;are pipeline and soil surface slope respectively, L, is pipeline length (km), C, is
the minimum pipeline depth (m), L, is pipe excavation width (m), H1is least excavation cost

(m), Ay and A, are excavation areas to and above a depth of H1(m?), respectively, C_, and Cop2

pgl

are construction costs for shallow and deep excavation ($/year), respectively.

The pumped pipeline capital cost as function of pipeline diameter and length is given in Equation
(3.24).

C,, =3825-D}*.L (3.24)

The energy cost is a function of the discharge, presented by Equation (3.25) (Housh, 2011).

Q

a5
P =——".0736-w-KWHC
¥ 200
XP =AZ + AHf (3.25)

1.852
AHf =1526.107 (i} .

W-C P

where XP is the total head difference (m); @ is flow (m?/season); W is number of pumping hours
(hr/season); KWHC is pumping cost ($/kwhr); AZ, is topographical difference (m); AHf is
energy head loss (m); ¢ is Hazen Williams coefficient (—); D, is link diameter (cm); L, is link
length (km).

In addition, for a pumped pipeline there is a pump station construction cost which is given in

Equation (3.26) (Housh, 2011). The pump construction cost is a function of total head difference
XP.

C.,,. =64920. XP"® (3.26)

Cpump

Reservoir capital cost is a function of excavation cost which is calculated by Equation (3.27)
(Joksimovic, 2006).

Cr=A-V_ (3.27)

The O&M costs for gravitational, pumped pipelines and reservoirs are percentage functions of
capital costs as shown in Equation (3.28).
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Co, =0.03-C,
Copp = 0.03-Cpp (3.28)
Cor =0.03-Cr

3.2.3. Testing the Regional Planning Model of Wastewater Treatment System

In this Section we present preliminary tests* for the model, the model has been tested under
various conditions, in order to check its validity and to investigate its performance under different
conditions. In what follows we present a Base Run and one run of Sensitivity Analysis. The
purpose of these runs is to test the response of the model to changing in the design conditions.
We changed the quantity of sewage produced by the city relative to the quantity of effluents that

is required by the consumer as follows:

Base Run: The influent supply is equal to the effluent demand for each of the three seasons. It is

expected that the solution of the system will not introduce storage facilities.

Sensitivity Analysis Run: The supply is greater than the demand — storage will be required,

3.2.3.1. Base Run

The runs are made under the condition that the supply quantity exactly meets the demand in the
three seasons. In this case, it is expected that the model will have an optimal solution without any
reservoir, since there is no need to store water between seasons. The input data for this run is
given in Table 3.12. The effluents will flow directly through gravitational pipes, and then go
through treatment in the WWTP and through pumped pipeline to the end user. The solution is
presented in Figure 3.23.

' As was mentioned previously, the main focus of this thesis is to develop a model that optimizes the treatment train.
The regional model is a secondary product of this thesis.
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Table 3.12: Base Run - Input Data

Variable Name Value Description
Qp (m*/season) 60000 Source Flow
Qd (m*/season) 60000 Demand Flow
Gravitational pipe lines elevation 110,100,90,95 Wastewater
(g_node_el) treatment plant
and Gravitational
pipe lines
suggested
elevations
Soil_Id lor2 Loam/Heavy Soil
L (km) 0.1 Distances:
pipelines length
All_D (mm) [110, 160, 200, 225, 250, 315, 355, 400, 0.001] Pipeline
candidate
diameters
Crin (M) 1.5 Minimum

pipeline depth
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Figure 3.22 - The design problem for the Base Run

The optimal network is composed of gravitational pipeline, a wastewater treatment plant and a
pumping pipeline as shown in Figure 3.22. In Figure 3.22 we can see the optimal design network,
as a subset of the potential network layout, where the solid lines present the chosen components
for the optimal network and the dashed lines present the non-chosen components which are not
part of the optimal network for this Base Run.

This design is constant in time and does not change through the seasons. The optimal
gravitational pipeline diameters are 250 mm and this diameter will be the same through the
seasons. The pumped pipeline diameter is set to 315 mm and the WWTP capacity is set to 18,000
m? per year. As can be seen in Figure 3.23, there is no reservoirs in the selected design since the
demand is exactly equal to the supply in the three seasons. For the WWTP design, the model
selects an optimal treatment train. Table 3.13 details the technologies selected in the WWTP

which is obtained in Base Run.
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Figure 3.23 presents the operation problem of the network, where we can see the flow over the
three seasons. A flow of 0.0058 (m®/sec) is carried over by the gravitational pipeline, through the
WWTP and the pumped pipeline to the consumer. Figure 3.23, presents two quality parameters,
BOD and TN. We can see their concentrations in the influent at the start, before the wastewater

treatment, and after the WWTP, where the concentrations are decreased.
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Figure 3.23 - Presenting the optimal network for Base Run

Table 3.13: The Treatment Train for the WWTP in Base Run

Stage Selected Technology
1 None

2 Stabilization pond:

anaerobic

3 Stabilization pond:

aerated

Phosphorus Precipitation

Surface Filtration

Soil aquifer treatment

Ultra-Filtration

lon Exchange

None

O 0| N| o o b
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3.2.3.2. Sensitivity Analysis (SA)

Here we consider a situation where the supply changes through the seasons. The demand in
season 1 equals the supply, in season 2 is less than the supply and in season 3 is more than the
supply. Table 3.14 presents the input data for this run.

Table 3.14: Input Data for SA

Variable Name Value Description
Qp: (m*/season) 60000 Source Flow
Qp, (m*/season) 70000 Source Flow
Qps (m%/season) 90000 Source Flow
Qd; (m*/season) 60000 Demand Flow
Qd, (m*/season) 60000 Demand Flow
Qd; (m*/season) 100000 Demand Flow
Wastewater

treatment plant

Gravitational pipe lines elevation 110,100,90,95 and Gravitational
(g_node_el) pipe lines
suggested
elevations
Soil_Id lor2 Loam/Heavy Soil
Distances:
L (km) 0.1 o
pipelines length
Pipeline
[110, 160, 200, 225, 250, 315, 355, 400, 0.001] candidate
All_D (mm) )
diameters
Minimum
Crin (M) 1.5

pipeline depth

In this case it is expected that the model will have to construct a reservoir in season 2, since the
demand is less than the supply during this season. In season 3, the supply is less than the demand

and the stored effluent from season 2 is used in season 3.
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Figure 3.24 - Design problem for SA run in Season 2

In Figure 3.24, we present the design problem for SA in season 2. Unlike the previous run, here
we have a reservoir which is built and added to the design problem. The design problem is
constant and does not change through the seasons, meaning that if the reservoir is built on season
2, then the reservoir will be also in season 3, as we can in Figure 3.25. In Figure 3.24, we can see
the gravitational and pumped pipeline diameters, the WWTP volume and the reservoir volume.
The gravitational and pumped pipeline diameters are 315 mm, the WWTP volume is 220000
(m*/year) and the reservoir volume in season 2, is 10368 (m>/year). Since we did not change the
influent and effluent quality over the seasons, the WWTP treatment train technologies for this SA
are those of the previous run (Table 3.13).

In Figure 3.25, we can see the different flows through the seasons. In season 1, we can see that
the flow in the gravitational and pumped pipelines were 0.0058 (m*/sec), while in season 2, as a
result of increasing the supply, the flow in the gravitational pipeline is increased to 0.0068
(m*/sec), since the demand is still the same as in season 1, the flow in the pumped pipeline, did
not change (i.e. 0.0058 m%sec), and the differences between the supply and the demand in season

2, goes to the reservoir. In season 3, the demand exceeds the supply, meaning that there is a need
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to use the water we have in the reservoir from season 2. The flow in the gravitational pipeline is
increased to 0.0087 (m*/sec), and the demand is 0.0097 (m®/sec). Therefore, we use the effluents

in the reservoir.
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Figure 3.25 - Presenting the optimal network for the SA
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4. Summary and Conclusions

4.1. DSS for Optimal Treatment Train Design

The literature review covered four main topics:

1. Wastewater treatment technologies;

2. Implication of reclaimed water irrigation on the crop yield and quality;
3. Regional wastewater treatment and reuse planning and management;
4

Decision Support Systems of wastewater treatment and reuse systems

Based on the findings in the literature we formulated a knowledge database for optimal design of
a wastewater treatment train. The knowledge database was based mainly on Huang et al. 2013,
Brand and Ostfeld, 2011 Joksimovic, 2006, and Oron, 1996. The knowledge database is generic
and transportable to other locations and problems that deal with treatment of wastewater and
reuse. In addition to the knowledge database, a series of four interviews were conducted with four
Israeli researchers, about tertiary technologies such as Ultra Filtration (UF) and Reverse Osmosis
(RO), information on the effect of using effluents with different qualities on plants and soil,
information about the use of effluents for irrigation and information on the effect of using

effluents on the plants, the soils and the environment.

The DSS for optimal design of the wastewater treatment train was developed in three phases.
Phase 1: conceptual model, which describes generally what the model components are, and what
the idea behind it is. Phase 2: a Five-Stages Model, which considered the selection of the
treatment processes to be included in a treatment train of five stages (components) of an influent
stream which has a given stream size, inflow quality parameters and the required maximum
levels of these parameters in the effluent from the system. The five stages of the treatment train
correspond to the five categories of technologies: 1) Preliminary treatment; 2) Primary treatment;
3) Secondary treatment; 4) Tertiary treatment; 5) Disinfection. The optimization model selects
one technology from each of these five categories to construct a train of length five that is
optimal with respect to the total capital, O&M and damage costs. For this model, we have
developed two formulations, the first uses binary variables, where one binary variable presents
each of the technologies in the knowledge database and indicates whether the technology is to be
included in the optimal train or not. The second formulation uses integer variables, where an

integer variable picks a technology in the five stages in the train. Phase 3: is the Unlimited
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Stages Model, in which we considered an unlimited treatment train without a-priori fixed number
of stages, unlike the Five-Stages Model. This change allows the model to choose any available
technology consistent with the treatment train synthesis rules and thus facilitates a more generic

representation of the treatment train combinations.

In order to solve the optimization problems, detailed in Section 3, we used Matlab’s GA solver
for searching the feasible domain. We used the GA solver without explicitly adding constraints in
the solver. Instead, we added the constraints through a penalty function that converts a
constrained optimization problem to an unconstrained one. Base Runs and Sensitivity Analysis
runs were conducted for the different data to test how the selection of treatment train technologies
is affected by changing the effluent quality standards, how this is reflected in the capital and
O&M costs, and how damage cost functions of a quality parameter affect the optimal treatment

train and the selected technologies.

4.2. Regional Planning Model of Wastewater Treatment System

The model developed in Section 3.2 determines the optimal network for distribution and
treatment of wastewater. While the main focus of this work was to develop the treatment train
optimal design DSS described is Section 3.1. As a secondary product of this thesis, and building
on the treatment train optimization model, we started the development of a regional planning
model of wastewater treatment system. This model takes into consideration the design and layout
problem for optimizing a distribution network for the treatment facilities of wastewater and the

conveyance/storage of treated wastewater to consumers.

The objective is to minimize total costs, which includes the WWTP costs, reservoir costs,
gravitational and pumped pipeline costs and damage costs. The problem of optimal technology
selection within the WWTPs was covered in the models developed in Section 3.1. As such, to
complete the optimal design problem for the network we need a model that is able to find the
sizing of the network components in conjunction to finding the optimal treatment train in the
WWTPs.

The model contains two interconnected problems: the layout selection problem and the design

problem. The layout selection problem is about finding which components, out of the set of

potential components, should be present in the optimal solution. As such, one may think of the
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decision variables in the layout decision problem as binary variables indicating whether the
component is “on” or “off”, but a better way was to delete components by allowing them to take
on a very small non-negative value. The design problem is about finding the optimal sizing for
the selected components in the layout problem. Determining the sizing of the different
components requires calculating the flows in the system over time. Preliminary results from this

model show that the model performs as expected when tested on illustrative conditions.

4.3. Conclusions

The results of testing the DSS developed herein illustrate the importance of developing such
systems and how they can help in managing and planning the reclaimed water treatment and
transport. The treatment train models provide a generic framework and flexibility for capturing
the decision maker preferences. The Regional Planning Model provides an efficient approach for
planning the layout, sizing and operating the components of a network; it addresses issues of
seasonal distribution of reclaimed water and determines least-cost distribution system.

Using these models is relevant for decision makers to developed wastewater treatment systems
for using effluents for irrigation. Incorporating the damage cost as part of the models, in addition
to the capital and O&M costs, affected the results and the selection of the treatment train
technologies, this highlights the importance of incorporating damage cost functions in the design
process in addition to classical economical costs (i.e. capital and O&M).

In conclusion, it is expected that the methodologies developed and incorporated in this research
will provide the planners of future water reuse schemes with a useful tool for exploring efficient

designs of wastewater treatment systems.
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4.4. Future Research

4.4.1. DSS for Optimal Treatment Train Design

Including more advanced treatment technologies that can lead to better quality
effluents.

Incorporating other economic aspects besides those included in the model, such as,
land requirements for a WWTP.

Incorporating additional environmental considerations, such as odor generations,
chemical requirements and impacts to groundwater.

Incorporating a better modeling for the environmental damage evaluations caused

by using effluents for irrigation.

4.4.2. The Regional Planning Model of Wastewater Treatment System

Further testing the model developed herein to cover more scenarios.

Expanding the distribution system to include more WWTPs, reservoirs and
pipelines network.

Adding water quality interactions within the water distribution systems
components.

Expanding the end-user properties, where also industries can use reclaimed water
for industrial cooling.

Adding uncertainty to the model’s parameters and assess the impact of the

uncertainty on the system design and operation.
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Appendix 1 - User Manual: DSS for Optimal Design of Wastewater Treatment System

Introduction
The purpose of the user manual is to help decision makers, engineers and who is going to use this

Model, to follow the instructions, in order to obtain a successful run of the model.

The Model was programmed in Matlab with an Excel user interface, which serves for inputting
the required data, which defined by the user. The Model consists of five files as shown in Figure
1.1. To run the Model the user should make sure that all these files are in the same directory

when running Matlab.

= Compile_Inputm

b Cost_Function_Database.m
A gaplotchange.m

4] Input_Dataxisx

) rule_table.m

Figure 1.1 - The five files of the DSS

The files are: Input_Data (Excel file), Compile_Input (Matlab file), Cost_Function (Matlab file),
gaplotchange (Matlab file) and rule_table (Matlab file). Each Matlab file contains a concise

documentation that details its purpose and the data it contains.
Input_Data.xls: This file contains the input data needed for the model.

- Cost_Data: There is all the relevant cost data needed for the model.

- Quality_Data: Defining the quality data relevant for the technologies in the database.
This file contains influent quality data and maximum values for the different quality
parameters. Note that this file does not contain the removal relationship for a given
technology; these are defined in Compile_Input.m.

- Damage_Data: Defining the damage cost as function of quality parameters
concentrations, by the user. Each function is defined as a piecewise linear function with

three segments (4 points).

Rule_table.m: This Matlab file defines the 45x45 matrix, which represents the treatment train

synthesis rules.
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Compile_Input.m: This Matlab file loads the excel sheet into Matlab’s memory and contains the
removal relationship for a given technology for all wastewater quality parameters.

Cost_Funciton.m: For a given treatment train, this function calculates the capital cost, the
operation and maintenance cost, and the damage cost for the treatment train. For tested cases
where the suggested train is not feasible a high penalty is added to the cost, and used as the
fitness function in the Genetic Algorithm (GA) optimization solver to prevent this (infeasible)

option from being selected. The main function is where the model evaluation occurs.

Here, in this Section, there is description of the main files. What each file includes and what data

is needed for it.

Input_Data.xls:

Cost_Data: Contains the Cost Data for all technologies. Table 1.1 shows the parameters
to be defined by the user.

Table 1.1, presents the user defining parameters, which are used in calculating the Capital,
and O&M cost for all technologies. Given the parameters in Table 1.1, the costs will be
automatically calculated, and the results are shown in Table 1.2. These calculations
depend on the defining parameters in Table 1.1 that are placed in the Excel file.

Table 1.1: Parameters defined by the user

Parameter Value
Qavg (m*/day) 9500
Qpday (m*/hr) 950
Qdwf (m®/day) 8075

PE 26000

A (hectar) 1000

Vann (m*/year) 140000
r (discount rate - %) 0.06
n (years) 25

where:
Qavg - Average daily flow (m*/day)
Qpday - Peak daily flow (m*/hr)

Qdwf - Dry weather flow (m*/day)
71



PE - Serviced area population equivalents
A - Process area (hectare)

Vann - Annual processed volume (m®/year)
r- Discount rate (%)

n- Planning period (years)

For example: the equation for calculating the capital cost of technology number 2 (Bar Screen) is:
11035-Qpday®***®

Table 1.2: The Capital Cost and O&M cost for all technologies calculated depending on Table

11
tec:lac?lggy Technology name Capital Cost O&M Cost
(Unit process) (%) ($/year)
1 None 0 0
2 Bar Screen 373875 33828
3 Grit Chamber 422536 42254
4 Coarse Screen 598675 59867
5 Fine Screen 1130727 56536
6 Sedimentation w/o Coagulant 1522684 30454
7 Sedimentation w/ Coagulant 1786259 152302
8 DAF w/ Coagulant 621739 23219
9 Membrane Filtration 4749728 606876
10 Actiflo 4593298 303965
11 Stabilization Pond: Anaerobic 720553 49181
High Loaded Activated Sludge +
12 Sec. Sedim 3204583 307069
Low Loaded Activated Sludge w/o
13 de-N+Sec. Sedim 3931355 393136
Low Loaded Activated Sludge w/
14 de-N+Sec. Sedim 4133851 413385
Trickling Filter + Secondary
15 Sedimentation 3621917 263493
16 Rotating Biological Contactor 3314276 564452
17 Submerged Aerated Filter 7368700 564452
18 Stabilization Pond: Aerobic 1269742 49181
19 Stabilization Pond: Aerated 316978 49181
20 Stabilization Pond: Facultative 1591515 49181
Constructed wetland: Free-Water-
21 Surface Flow 266950 102602
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Constructed wetland: Subsurface
22 Water Flow 29920 102602
23 Membrane bioreactor 6667504 0

Excess Biological Phosphorus

24 Removal 148360 8892
25 Phosphorus Precipitation 38745 18200
26 Filtration over fine porous media 311069 31981
27 Surface filtration 475031 71255
28 Micro filtration 1187432 11200
29 Ultra filtration 1187432 11200
30 Nano filtration 1966532 15400
31 Reverse osmosis 1966532 14560
32 Granular Activated Carbon 2126619 376216
33 Powdered Activated Carbon 4895 21000
34 lon exchange 1066000 110240
35 Advanced oxidation -UV/O3 505189 21000
36 Advanced oxidation -UV/H202 505189 21000
37 Soil Aquifer Treatment 7840 17500
38 Maturation pond 352626 34039
39 Constructed wetland - polishing 58000000 25000000
40 Flocculation 58219 4152
41 Ozone 1721631 131232
42 Paracetic acid 1225324 42000
43 Chlorine dioxide 1225324 107647
44 Chlorine gas 1225324 154847
45 Ultraviolet radiation 479639 25200

Quality Data: This sheet consists of the quality data relevant for the technologies. This data

is used by the Compile_Input.m Matlab file, in order to calculate the effluent quality data for

chosen technologies with given influent quality data and regulation standards.

Table 1.3, presents the defining of 10 quality parameters in the influent, which will be

processed by the treatment train technologies.

Table 1.4 presents the effluent quality requirement at the end of each technology for four
quality parameters, for example, where the user can define the effluent quality for all 10
quality parameters. When there is no limit on the quality variables then the user should input

the value of the influent quality or any large value such as 1E+50.

Table 1.5 defines a set of parameters which are used to define the removal ratio functions for

each technology and for each water quality variable in Compile_Input.m.
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Table 1.3: Influent Data (Cin)

Turb | TSS [ BOD [ COD | TN | TP FC INEggs Ecoli Salinity
(NTU) | (mg/l) | (mg/l) | (mg/l) | (mg/l) | (mg/l) | (#/100ml) | (#/100ml) | (#/200ml) | (mg/l)
225 155 | 133 | 600 | 19 4 | 1.00E+06 800 1.00E+08 | 250

Table 1.4: Example of Effluent Maximum Requirement (Cmax)

Technology Turb (NTU) TSS (mg/l) BOD (mg/l) COD (mg/l)
1 1.00E+50 1.00E+50 1.00E+50 1.00E+50
2 1.00E+50 1.00E+50 1.00E+50 1.00E+50
3 1.00E+50 1.00E+50 1.00E+50 1.00E+50

Table 1.5: Coefficient defined by the user to formulate the treatment functions for each

where:

Cin - Influent quality data

technology
Parameter name | Value
BODrem 115
HRT 1
Temp 21
kt 3.094
pH 7.5
n 1
gl 9.5
g2 950
Penalty (P) 1E+20

Cmax — Maximum allowed effluent quality
BODrem- BOD removed
HRT- Hydraulic Retention time = V/Q.

Temp - Temperature
Kt = 2.6*1.19 (Tem-20),

ph=7.5;

n- Number of maturation ponds

q - Is calculated as g=Q/A, where Q is flow and A is area of constructed wetland.
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For instance, if technology number 11 has been chosen as the first technology in the treatment
train, the calculation of BOD concentration after using this technology is:
C" . =2-Temp+20/100

These equations are defined in the Compile_Input.m file, where for each technology and for each
quality parameter, there are such equations to define the removal relationship.

The quality equations are defined in Compile_Input.m file as shown in Figure 1.2. The database
contains 10 quality parameters and 45 technologies, therefore for every technology, there are 10
different equations and 450 equations are defined in Compile_Input.m.

These relationships are defined as handle function Matlab variable called fun_CellQ. Each cell is
defined for a parameter, therefore there are 10 cells. At each cell, there are 45 equations for the
45 technologies. The handle function is a function of the variable C, which present the

concentration of each parameter from the previous technology.

fun CellQ{3}{1}=@(C)C*(1-(0/100))~
fun CellQ{3}{2}=@(C)C*(1-(2.5/100)):
fun CellQ{3}{3}=@(C)C*(1-(4/100)):
fun CellQ{3}{4}=@(C)C*(1-(0/100)):
fun CellQ{3}{5}=@(C)C*(1-(2.5/100)):
fun CellQ{3}{€}=@(C)C*(1-(25/100))~
fun CellQ{3}{7}=@(C)C*(1-(50/100)):
fun CellQ{3}{8}=@(C)C*(1-(50/100)):
fun CellQ{3}{9}=C@(C)C*(1-(82.5/100)):
fun CellQ{3}{10}=@(C)C* (1-(65/100)):
fun CellQ{3}{11}=@(C)2*Temp+20/100;
fun CellQ{3}{12}=@(C)C*(1-(10/100)):
fun CellQ{3}{13}=@(C)C*(1-(7/100)):
fun CellQ{3}{14}=@(C)C*(1-(5/100)):

)

)

fun CellQ{3}{15}=@(C)C*(1-(60/100)):
fun CellQ{3}{1le}=C(C)C*(1-(20/100)):

Figure 1.2- The quality equations defined as function handles in Compile_Input.m

Damage_Data: This sheet consists of damage costs data, which calculated as a function of
the quality parameters concentrations. These functions capture the total damage caused by the
(lower than perfect) quality of the effluent — loss of crop yield, soil and water pollution. Each
function is defined as a piecewise linear function with three segments, connecting 4 points.
Once the four points are defined for each quality variable a graph which shows the damage
function is created with these data. Tables 1.6 and 1.7 are describing the four points for each
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quality parameters, which are defined by the user. These four points define the three segment

of the piecewise damage function.

Table 1.6: Concentration points at which the value of the damage function is given in Table 1.7

Parameter Name | Turbidity | TSS BOD COD | TN |TP| FC INEggs Ecoli Salinity
Point 1 1 20 30 40 10 0.1 | 100 350 100 100
Point 2 2 35 70 80 15 1 150 1000 1000 150
Point 3 3 75 150 120 44 6 200 10000 10000 360
Point 4 4 100 340 200 76 20 | 1000 150000 100000 500

Table 1.7: Example of Damage function in ($)/ (m*/day) at four points of the concentration value

Parameter Name Turbidity | TSS | BOD | COD | TN | TP | FC INEggs | Ecoli Salinity
Damage @ Point 1 100 15 100 70 5 5 40 45 100 0
Damage @ Point 2 75 20 120 85 15 10 78 55 120 0
Damage @ Point 3 35 35 150 140 25 45 97 65 150 150
Damage @ Point 4 35 50 340 200 46 85 | 120 80 180 800

After filling these tables, the user gets the graphs for each quality parameter, as shown in Figure

1.3. Figure 1.3 presents how the BOD concentration can affect the cost function due to loss of the

crop Yyield or its value, to soil and water pollution.
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100
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Figure 1.3 — Damage cost as a function of BOD concentration
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The optimization app:
Running the model depends on using the GA optimization method, which is in the Apps toolbar,
Figure 1.4. Upon pressing 'optimization' a large window appears, divided to two smaller

windows. The right window is the 'Problem Setup and Results' while the left window is 'Options’,
Figure 1.5.

4 MATLAB R2014a —

88 vyl v

Get More Install Package Curve Fitting Optimization MuPAD PID Tuner System Signal Analysis Image Instrument SimBiology =~ MATLAB Coder  Application Distribution
Apps App App Notebook Identification Acquisition Control Compiler Fitting
== FILE alll — APPS -

@ B © & O

Figure 1.4- The APPS options

4\ Optimization Tool

-— T e—= L= A ]
File Help
Problem Setup and Results Options
5 1 = Population
Solver: ga - Genetic Algorithm i
Population type: | Double vector -
Problem 2 S
Fitness function: Population size:  (©) Use default: 50 for five or fewer variables, otherwise 200
Number of variables: ©) Specify:
N Creation function: Constraint dependent i
Constraints:
Linear inequalities: A b: 3
Linear equalities: Aeq: beq: Initial population: @ Use default: []
Bounds: Lower: Upper: *) Specify
Nonlinear constraint function: Initial scores: @) Use default: []
Integer variable indices: 2 Specify
Run solver and view results Initial range © Use default: [-10;10]
[T] Use random states from previous run (@ Specify:
Pause Stop E Fitness scaling
Current iteration: Clear Results Scaling function: |Rank he
= Selection
Selection function: | Stochastic uniform -
= Reproduction
Elite count: @ Use default: 0.05*PopulationSize
- *) Specify:
Final point: Crossover fraction: (@) Use default: 0.3
*) Specify: {
= Mutation
Mutation function: Constraint dependent -
»

Figure 1.5 — The optimization tool window

Problem Setup and Results window:

This window, the left one in Figure 1.5, is also divided to two smaller windows: one for defining

the problem and the constraints and the second is for the 'Run solver and view results'.

The first window is for choosing which optimization method you as a user would like to use. For

running this model, choosing GA - Genetic Algorithm in the Solver option is the right
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optimization method. The next step, is writing down the objective function in the 'Fitness
function' row and the number of decision variables, such as, the eight numbers of the
technologies set for each of the eight stages in the treatment train.

The objective function is "Cost_Function", where the input variables for this function are:

T — The treatment train technologies

Ccapital - Capital costs, Com - O&M costs,

fun_CellQ - handle function for calculating the quality data

Cin - the influent quality, Cmax - the regulation standards

P - The penalty function

X_Data - x data for the calculation of the damage cost

Y _Data - y data for the calculation of the damage cost

Number of variables: the number of decision variables is equal to the number of technologies in a
treatment train, which is defined by the user.

In addition, to defining the objective function and the number of decision variables, defining the
constraints, in the constraints window. Writing down the constraints should be done as presented
in Figure 1.6 below. Defining the upper and lower boundaries for the decision variables, and
which of them are integer variables.

The bounds: The lower bound is defined as the lowest ID number of the technologies and the
upper bound is defined as the maximum ID number of the technologies. Since, as a user there is
no possible way to select an ID number that does not exist in the technologies database.

The first technology in the treatment train must be 1," None", since there are starting technologies
that the treatment train should start with. Therefore, this condition can guarantee starting with
raw influent.

Integer variables: All the decision variables in the model are integers; as such defining this field

as 1: N, where N is number of technologies in the treatment train.

At first, when opening this window, the results window is still blank, since the model has not
been run yet. All the changes, which as a user should be made, are marked by red rectangle in
Figure 1.6.

78



Problem Setup and Results

Solver: :ga - Genetic Algorithm ':
Problem
Fitness function: @(T)Cost_Function(T,Ccapital,Com,fun_CellQ,Cin,Cmax,P X_Data¥_Data)
Number of variables: 9
Constraints:
Linear inegualities: A b:
Linear equalities: Aeq: beq:
Bounds: Lower: |[1,1,1,1,1,1,1,11] Upper: |[1,45,45,45,45,45,45,45,45]
1 FaTal IIAT=Y-T el aTa T =1 Fah b R aTasd Pl
Integer variable indices: 1.9
Run solver and view results
[] Use random states from previous run
Pause Stop
Current iteration; . Clear Results |

S

Final point:

-

Figure 1.6 — Problem Setup and Results changes

'Options’ Window:

Options window is for changing the default options for the GA algorithm:

- GA population size: defining, Max [Min(10* number of variable = 8*10, for example),
100], 40]
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- Initial population: a set of 9 numbers, indicating which technology is placed in each stage
as a starting point for the GA search (in the example below 1, 2, 7, 25, 29, 35, 37, and 42).
This may be a random selection, just to start the algorithm, or it may be a treatment train
that seems to the user to be a reasonable choice. The initial choice should not affect the
final outcome although it may, since GA does not guarantee that the global optimum will
be found. Adding an initial population is optional.

- Stopping criteria: Changing 'Generations', 'Stall generations’, 'Function tolerance' and

'‘Constraint tolerance'.

Changing the population size and stopping criteria is necessary to the running efficiency of the
model. These changes, mentioned in Figures 1.7, 1.8, 1.9 below, pointed out by the red

rectangles.
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Options

El Population -
Population type: |Double vector v I
Population size: @ Use default: max(min{10*numberOfVariables, 100), 40)

) Specify: |100
Creation function: .Constraint dependent v
Initial population: () Use default: []
@ Specify: [1,2,7,25,29,3537,42]
Initial scores: 3 Use default: []
©) specify:
Initial range: @) Use default: 1] B
©) Specify:

El Fitness scaling
Scaling function: :Rank ]

El Selection
Selection function: :Stochastic uniform ':

5l Reproduction
Elite count: @) Use default: 0.05*max(min(10*numberOf\Variables, 100), 40)

) Specify:
Crossover fraction: @) Use default: 0.8
©) Specify: ; i

El Mutation

Mutation function: :Constraint dependent ]

Fi

gure 1.7 — Changing Population Size and Initial Population
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E Crossover

Crossover function: Constraint dependent

= Migration

Direction: lFomrard

Fraction: @) Use default: 0.2

© Specify: |

Interval: (@ Use default: 20

==

© Specify: |

= Constraint parameters

Initial penalty: @ Use default; 10

© Specify: |

Penalty factor: ©) Use default: 100

© Specify: |

= Hybrid function

Hybrid function: lNone

= Stopping criteria

Generations:

() Use default: 100*numberOfVariables

11

© Specify: 1000

Time Tt &rUse detault InT

© Specify: |

Fitness limit: @) Use default: -Inf

® Specify. |

Stall generations: () Use default: 50

@) Specify: |Inf

Figure 1.8 — Changing Parameters in the Stopping criteria
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Adding the 'gaplotchange’ function is a custom function in the ‘Plot functions' option.

Options
Generations: () Use default: 100*numberOfVariables o
© Specify: |1000
Time limit: @) Use default: Inf
) Specify:
Fitness limit: @) Use default: -Inf
) Specify:
Stall generations: () Use default: 50
@) Specify: Inf
Stall time limit: @) Use default: Inf
) Specify:
Stall test: :average change ':
Function tolerance: () Use default: 1e-6

@ Specify: |1e-50

Constraint tolerance: () Use default: 1e-6

@ Specify: |1e-50

| = Plot functions

Plot interval: 1

[T Best fitness [ Best individual [] Distance
] Expectation ] Genealogy ] Range
[ score diversity [I scores [ selection
] Stopping [ Max constraint

Custom function: |@gaplotchange

m

[ = Qutput function ]

["] custom function:

[ = Display to command window ]

Level of display: :of'f v:

[ = User function evaluation ]

Evaluate fitness and constraint functions: | in serial b

Figure 1.9 — Changing Parameters in the stopping criteria and plot functions

&3



After changing the options, the user can run the model, by pressing 'Start’. Running the model

takes usually about 15 minutes in average, then the final answer in the 'Run solver and view

results’ window is appeared, as presented in Figure 1.10 below.

The objective function value, Z, marked by the second red rectangle, is the minimum total cost

and the 'Final point' is the optimal treatment train.

Run solver and view results

[ | Use random states from previous run

Pause Stop
Current iteration; |1000 Clear Results

Cotimization running

I Objective function value: 4513759.780599643
Ut Zation terTatea: asrum namoer o generations exceeded.

r

Final point;

1 2 3 4 5 6 7 8

Figure 1.10 — Run solver and view results after running the model

While running the model, there is a popping window, which shows the progress of the solution as

shown in Figure 1.11.
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Generation

Figure 1.11 - 'gaplotchange’ function's figure

The red line in Figure 1.11 is changing, within each iteration, until reaching the optimal solution.
In the example shown in Figure 1.11, the value of the initial (input) solution is about $ 9E+6. It
drops to 4.5E+6 in the first 230 iterations, in several steps, then stabilizes for the rest of the
search and ends after the required 1000 iterations. The constant value for so many iterations

indicates that this is the global optimum of the problem.
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Appendix 2 — Questionnaires for Interviews (Hebrew)

:NMYN OIPIND MNP MY NMONRY

DINDIP N2 YINIWNN ARKIND ,NNEDY ¥PIPY ,NPNIA0N MYOVNN 1979 DIYNY 2%V AN NP
SIPNIPN PPYNY

Sy NYaYN DY DXNNNA HYND DIV DXNDIPA MPYND TINMIND NI0N NMONPNI NDIY JM) OND
112>209) YPIPY PN DY DINNNIA INA DIV TIY

NPIvONN) NOWINN PAY PPYNN NVOWY DNDIPN MDN P2 DMIVYPNHD DMV NPXPNON N
NYIPNY WR (PPYNN NOOW HYY NVN DY) MDY (N0 YPIPY DOXPI MVPN ,NIRIPNN
.00)) PP) NOVIN DY NNN NIVN NMSPIBY 129IWOYW 19N (MDY ,NOWIN) NI0NN

1012 YWD Y097 DXNIIPHN MK DY NVINNN 2NN NN DX THNN DINDIND 0NN

SV DNPNA DTN PHNIPN OXN NYTO UOINY TN DY PANDY P1T1aY INTOHYW DMVNIcN DN NN
7 192N RO vIOUn

NN IN TINOPNN NPIvNN DN TN PHNY ,P2OND 7N DY DTN NN NIRY DXI0NI9N DN N
7 NN NONINN

MTRVND NPPI MYPIPA KDY 29 1YIT TYNRD PN2IP YN MPWIN POV MNTR-NWYPIPI 0NN Nnd
PN M2 PPYND
0PN NYSNA 11 Y 1 PPYNY DXTYPNN DINVN NVIDY IYIP) TN
2% membrane treated effluent : pa ,0»n2°20 D¥pw S ©9I1 Yy NYaWNN NPNIAN o TaNN NN
» membrane treated effluent but with elevated applied P
7 PP 2N PYNN IRIIND DINN ONIXA0N PIIN HY WIWN MPYnn NOOY PN
T PNP 2N IPYND YINPY NI NYYIY TN NXINMN MIPYNN NV ONIN
1 DMNYILY DNIP NOWNNNN MPYNN NIND D1NIID DXPII NNONND DINDY DN
1 0PN MNOPN NNPNN NINNND TNY VY DXRN I NN ©

7 DIV DONIPA 1Y IPYINY MYPIPA YSINN DONWHY DNNPA PPYN
T IMYN MPYNN MYV DOINWHY DINNP 20 MPYNN MY NPT NPNN ONN

7 5112>300 PN NNNOIN MY NN TI0N PIYNY 11 ORN

1119931013 DIDVVY SNYITY DX 91900 NNV HY YN ,NNNT DIYIPY 03N 399 NYIAP

V) MOYM DNNIPN MIN 127 DI190N NO/MNINIVN ND P2 DIYPNN DIIVNIIM NPXPNN 1IN
.(>190N

M ,OMINNX DNV DY PTY RIN NHD2Y 7 MNIONN NMININD NN ,O9)720H7N VN NN ONIN VTN
1SAT

7 OMINN NMNIND NPNINOV NMIYD NXTII2N NN VINIWD NPII55N NPNTIN NPT ONN
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7 Y9395 NMX TIYNY 1N PRI 21T 7PNDNIVN DY NPNXTIN DY NDYAVN IPININ NMYANIND Ty -
7N N0 N Clay micelles yonn vpan py1ann -

1 2wNn RO »95 UF 5190 9nNS 7050 npnan Ponn . -

7 (backwash) m37120m0 MP1 N9YOW SV HOHRIINN PATN ION Y MBdYNN NN -

AION XY NN NN T VA 12190 NHNDIN YW MIIYN >NV DY Tayy 0odw Npdwn mn - -
! NPOLN

Y UF ) 1931mn mwdown 51900 9NKD PRDIPN 2N MON IR DIMANNDN DMIVNION MY DN -
(RO Yv orabvw

7 0NN PYNA PIOIDININ,NIND YWION D2 DIVMD MDD NININ DI NN YSIND DIDVN ONN - -

1 UF -1 5v 51900 PONN DY varn m»win onnnn - -

- 37722 O TANN NN MNY MIOIIVIN ¥ DN 7 1NN NPNIND DN YIDOW 1N DUV MVWN NN - -
MDY DwWMA -

7IPLINGN MY DIWNN DNXRY ANV INM WA NN D -

NTYN MY NPT MONY

NP NPYNI MINPNH MOIVN N

T N0 ,NPD) DN WINOWN Y DNDIPA YYD DDV DOYNIN DINOPNN OND N
? (... ,DN8Y ONNPY

T DXNDIP M NAY DPNOPNN 2P NN MPYNN NV O .2
T DMNOPNN 2792 DN VIOV PITY NANNA NPPYNN NVOW OND - )
NHN MY )0 DX 1 OOV DY DIHDNDN DD NIY NYNIAN DNDP 2N MPYNN ORD .7
TVTO DT
SIINIPN NN A

PONAD ALY — MPYNN NIV DNNPN MK NOINY T ONTY PV T NITIN NN PR X
PTHN AN, IMNA

T OPYNN NVOWY DINIPN MK NYAYND 51252 NTPN/NMOYN NN TIYNY )M OND .2

1Y THINN NYDID MINO DTN DNLYA TIRIPNN NPIvNN DY DNM ¥ ONN - )
.DXN2IPA PPYNN NVIYD DNDIPN MIOND DNIN DN

(9501 MPNTY MONHNN H919) ©I9P9WA YIPYWY HYONS ,0XN9IPA YISY YU Mvmnn )

DXNOPNN MLYNN DY (DPNYIOY ,0MIPIY) DINNPMN DXPIYN YPNN DOWIVN T N
D2 NMYNNDY NON DM MDA WINOWD TUNI

100079 NN, NOVNN AN DTN PR .2

IMOVIND NN INND I INNYIY NPIPNON N D
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09D NYPYN YY DIpn T
,DO01 PARWND YPIPY — TN D INP NNV ONXPA PPYN DY OPRN DN N
SPNND
10N NVNND W ORD,TTAN WM N .2

DMWY DINNP DY PNININ) DIN2PN MDN DY PPN DOPIN NN IWND 1M OXD )
(DY NND

NYNINN PN IN YN0 P1ID NITIN DXNDIP 292 PPYNN NRXIND 7970 MION” ORI .7
7 1D 92T TAYNAY I PRI 29120 MDN /910

SAR -m BOD -n»59y2 90N 1 YpIpn Man Y pun AN INND 1) PR .0

ANNY ) PR T OOPRIPNN 2792 NN PYTY M NYITH INSIND JPIND NOYA OND )
PONNN PPN NI NN
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D9¢2 D100 MOIYN DY YHIHMVNN NOND MLINN NDIAP NIIYN
INDN HONY AN DN
98P0

MINN YINA TINNN NN YN DA DINKX MMPNI IXIY 1D N¥NNY DXNYNY DYITNI DD NONKN
SNV 1953 MVYN YN TPNOPN DPPYNY 9P°¥a DXWNHYNN LPNDIP 2D 1ND DMIOUIVON DM MNPN
DTPNND PYNN RYNDD IND) PHOIP N2 NN VIDYD DMNYRIN DXOIDHVOM NNPNN DX NIND
DYT112) DNVP DOVPNIY HY IPIYI DLIANN NTNA PNIP M2 YINIWN L1970 MV TY ,NNT DY .NNONND)
VINOUN DX MPDDIVIN NN NNYM MNION DRI 70 -N NNY NIPNN IRND .XYNA NI NPIOTN XOD
, D09V TON 75% -2 DY T;MY MIPWND PNDIP 202 9NN YIDIYN DAY 15 TINOPN PPYRY PRI M2
135 1y NYSAND PNIPN MY DNDOM DYDY NIDVN .MNIPNA NIN OXNIIPN DT YIDdWN 217 TUND
DNN TON 31% -5 MNNN T NMND AYNXD .MV PN DN 355 -51 DYaVNN (DXWILN) DYHYIN
, 00N MY DY NNIVNY .OOXNPYN DD NPTNHN DI2 DPNDNN DI TON 18% -1 MNIPND DIPNDNN
My) DNY 5 TIN OMYN DOVIIYD PNTPN N 95% HY DI8ND ¥HinD 000N PYNn NNONY ONNNA

(omn

ONYOOY MY ONUNI ,DTP) 91900 da5WN THN YD1 NPIYAN NPNTNIV DY 2N PN 1D NINXIND
NOIYN DX NNAN NPNDNOVN P2 DYDY MNDN DY DITY 1901 ¥ DXNDPN MOND MWITM ,(MI0N
LNYN2 MOONNN YDAPNTY DINONND NIWY MLONN NYIPA TOIN STIN NINPAL TNNN YN ININD VN

NPNONIV IMIAN PISTPVNIN ITIN PITAD NNAD NN T NTIAY INNN IPNNN DY NIPOIYN NIVNN
, D101 D190 Y25V HY DIMNN DMDINN NN DXNINN DININD DRNNA NNV NIYIYI 9190
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, DOV DINPIN [ MNT DMVNIY INDIND DXNN2 NMYY DYIPNI NOAPNNT IV NPNYNOV

.DMNONOVY O1DIYAN

9190 0¥ NYWNN DY DTN ,DODTIN MDY NNNPY ,DIDVN NPNDIIOV NN HY MSHMVIND NMYa MDY
(3 ONUNRI DIV (2,07 D190 (1 : DN DIDVN DY NWNN TYUNRD D190 Y15W 990N DY NN XOY YT

NN 5190 25W YD MY NIN) NNX DIV NPNONOV NVIN (5 -1 MNWHY NV IV D190
190 5w DY NHN DO NOD DIDOVL NPNTNOV NN INNND DIV XADYW YW NYAN NOD TN [ NNY
SV DMMN D021 MRYMDN NPNONIV 44 DY NYIWNND NYNINND MHNONOVN DY 1PN NI

DTN

NPNAD MMNMVININD NOYI  ,NINNY NYNRIN PONN DY 0DINN NN NTIAYN DY MNUN ININD
TN DXNPM D¥I9WN NN ,D99WA JIVN TN JNONT MINNX ITIN VNN’ IV NPNONOV
DY9WN NN NIIWN ,NOION NYIN JVW 2IYINN NMYI) 19NN NMYA ,NPYI ONYI ONMNN ITINN NN
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